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Abstract - Clinical documents contain huge of medical 

information and large free-text data source accommodate 

consisting manifestation and pharmaceutical details, which 

have an enormous possibilities to upgrading health care of 

patients. We define an approach to build a system that firstly 

pre-processes the clinical documents. The clinical documents 

are obtained from various hospitals and websites. We have 

used different tools like MedEx and MetaMap as annotators for 

extracting the manifestation names and the pharmaceutical 

names from clinical historical data. For clustering the fetched 

data we are using the NMF, parallel view NMF and to get 

Accuracy from k-means, which is a clustering technique. 

 
Key Words:  Parallel view, Document clustering, k-

means clustering, Non-negative matrix approximation. 

1. INTRODUCTION  
 
Data mining is to finds valuable information hidden in large 
volumes of data. There are many types of data mining. One of 
the among them is the clustering techniques. Clustering in 
data mining is the grouping of a particular set of objects 
based on their characteristics, aggregating them according to 
their similarities. It is a main task of exploratory data mining, 
and a common technique for statistical data analysis, used in 
many fields, including machine learning, pattern recognition, 
image analysis, bioinformatics, data compression, document 
clustering and computer graphics. There are many 
application of data mining in medical field, as it has wide 
spread use in medical area. It is getting great pace in medical 
research as well as in clinical practice; thus saving time, 
money, and life.   

A Clinical note which is clinical documents contains a large 
amount of valuable details regarding patients, such as 
Reponses (diagnoses) and medication conditions (medical 
symptoms, etc.,).Clinical data mining is the process of 
applying the data mining techniques on the obtained textual 
clinical documents. Rich text data source of clinical 
document contain information about pharmaceutical and 
manifestation. Extracting this information has proved 
beneficial so as to help refine the health care system. Clinical 
documents are widely used for future analysis and diagnosis 

of the disease1. The clinical notes have a great use in 
pharmacy store so to reduce forgery and prevent drug abuse. 
This is done primarily to locate important patterns2.Ashort 
time ago, huge capacity of clinical documents is created by 
EHRs (Electronic Health Record systems).Information 
extraction of theses task in case of machine learning (ML) 
and Language Processing (NLP) as it involves significant data 
extraction form Natural language text. 

K-means3 clustering is well known widespread clustering 
techiniques.It is mostly used to cluster the numerical data. 
Clustering can therefore be formulated as a mutli-objective 
optimization problem. The appropriate clustering algorithm 
and parameters settings (include values such as the distance 
function to use, a density threshold or the number of 
expected clusters) depend on the individual data set and 
intended use of the results. MedEx6 tool on clinical note to 
extract the pharmaceutical name .This tool is used to obtain 
the pharmaceutical related details such as dose volume, drug 
name, intake time of medicine etc. Simultaneously we are 
applying the MetaMap7 to get the name of the manifestation. 

Non-Negative Matrix factorization is group of algorithms in 
multivariate analysis and linear algebra where a matrix V is 
factorized into two matrices have no negative elements. Non 
negative matrix approximation (NMF) has been extensively 
applied to document clustering. We have built an integrating 
system which consists of following modules: 

1) System for Extraction of manifestation names / 

pharmaceutical names from clinical notes. 

2) Apply Parallel View NMF8 to estimate the results of 

using manifestation names/pharmaceutical names 

in improving the clinical notes clustering. This helps 

in analyzing the class of features of patterns. 

3) Compared the experimental results of parallel view 

NMF and NMF. 

4) Preprocessing of textual data will amplify the 

performance of clustering .then we apply the k-

means clustering on the pre-processed notes.  

5)  Nonnegative matrix approximation has been 

extensively applied to document clustering. 

 

6) The Overall system is dived into word/sentence 

annotator, section annotator, negation annotator, 
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symptoms annotator, medication annotator, age 

annotator, climate annotator. 

 

2. RELATED WORK 
 
2.1 Patient Record 
 
    Medical notes is an essential part of patient records in an 
unstructured and semi- structured free-text format. An 
example of a Patient record with a few selected sections is 
shown in Fig. 1. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  Fig. 1. An example of selected sections from Medical 
record.19 

 
         History of Present Illness, Discharge Medications, 
Hospital Course, and Hospital Course by System, Brief 
Resume of Hospital Course and Hospital Course by Problem 
are the most frequent sections consisting of both 
Pharmaceutical and Manifestation names. 

 

 
2.2 Preprocessing 
 

We define an approach to build a system that firstly pre-

processes the clinical documents. An example of Pre-

Processing- Block diagram a shown in Fig. 2. 

 

 
 

 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. A general overview of manifestation 
[symptom]/Pharmaceutical [medical term] extraction from 
Clinical Notes.4 

 
The Fig.2 shows the block diagram of a manifestation and 
pharmaceutical names extraction from clinical notes. We 
have clinical text “Patient was suffering from ankle pain and 
he was taking antihistamine and thiazide”. In this clinical 
text, manifestation (symptom) name is ankle pain. There are 
two medicines, namely, antihistamine and thiazide. Initially, 
Section annotator is used to find different sections in clinical 
document. In order to fetch these pharmaceutical and 
manifestation names, first we need to remove irrelevant 
words, using pre-processing. The pre-processing also 
improves quality of data. StandfordCore NLP tool is used to 
isolate words and sentences from clinical document. During 
pre-processing, we have to take out stop words and stem 
words which are nothing but most common words in English 
language, such as, this, that, she, he, etc. The output of stop 
words and stem words removal module is the medical terms 
along with the negation words. Negation annotator module 
is used to eliminate negation words like avoided, denies, 
ruled out etc. The output of negation annotator is only 
medical related term. The output of pre-processed data is fed 
into MedEx and MetaMap systems to get medical related 
terms.  
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The medical related terms include pharmaceuticals 
and manifestations. After removing unnecessary content 
from clinical notes, we are clustering medical related data. 
We have used multi-view NMF for clustering. Multi-view 
NMF finds latent components in sub matrices. When a user 
enters the problem statement containing symptom name, 
proposed method provides pharmaceutical names using 
MedEx system and manifestation names using MetaMap. 
Finally, system provides Ankle pain as manifestation name 
and pharmaceutical names, such as Antihistamine and 
thiazide. 
 

3. METHODOLOGY 
 
3.1 Overview of NMF 
 

Non-Negative Matrix factorization is group of 

algorithms in multivariate analysis and linear algebra where 

a matrix V is factorized into two matrices have no negative 

elements. Non-Negative matrix approximation (NMF) has 

been extensively applied to document clustering. .The Non-

negative Matrix Factorization (NMF) analyzed in this thesis 

can be mathematically described using matrices. This section 

gives a formal definition for Nonnegative Matrix 

Factorization problems, and defines the notations used 

throughout the vignette. Let V be a W×H non-negative 

matrix. Non-negative Matrix Factorization (NMF) consists in 

finding an approximation. 

V ≈ W H 

 

Fig.3. Nonnegative Matrix – NMF 

3.2 Parallel view of NMF [Multi View] 
 

A Parallel view NMF is to integrate information from 
multiple views in the unsupervised setting, multi-view 
clustering algorithms have been developed to cluster 
multiple views simultaneously to derive a solution which 
uncovers the common latent structure shared by multiple 
views. A novel NMF based multi-view clustering algorithm 
by searching for a factorization that gives compatible 
clustering solutions across multiple views. 

 

 

3.3 Datasets 
 

Clinical notes dataset contains thousands of clinical 

notes. After pre-processing, each patient has about 3–5 
records. Compared with clinical notes of another dataset, 
this dataset was applied for the risk factor identification, for 
example heart disease track. All the risk factors are 
annotated in these records. We categorize these risk factors 
into medication names or symptom names. We use this as 
standard to calculate the cluster performance from Parallel-
view NMF14. 

 
 

 
 

 

 

 

 

 

Fig. 4. The structure of Parallel-view NMF. 

 
3.4 K-Means Clustering 
 

Clustering5 is a widely studied data mining 
technique in the area of text domain. It has diverse 
applications in real world scenarios. It is one of the main 
experimental researches in the field of data mining. 
Clustering of textual data is a way of directing and 
summarizing the content present in the document which 
paid heeds. In our statistical analysis we have chosen dataset 
which contains 100 such medical prescriptions. 
 

After pre-processing the documents, we apply K-
means Clustering on the processed documents in the 
following manner. K-means clustering is usually applied on 
numerical data which does not need considerations of other 
computations. But to apply K-means algorithm on the textual 
data which is in unstructured/semi structured format14 is to 
be converted to the numerical form. This can be done by 
converting the documents as vectors. To do this we compute 
the term frequency-inverse document frequency and 
creation of document vectors is to be done. This will help in 
mapping the most frequent words in the documents and 
indicates the how essential the word is in corpus. These 
numerical data is considered in K-means algorithm. 
 
Before applying k-means on the text documents, these 
documents are represented as mutually comparable vectors 
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using the tf-idf (term frequency-inverse document 
frequency) value15. It ranks the importance of a term in the 
textual document corpus. Term frequency is calculated as a 
normalized frequency i.e. it is a ratio of the frequency 
(number of occurrences) of a word in the document to the 
total number of words in that document. 
  
The inverse document frequency is the log of the ratio of the 
number of documents in the corpus to the number of textual 
documents holding that term. These two metrics when 
multiplied together gives tf-idf value, stating the importance 
of a term frequent and rare in the corpus. Then tf–idf is 
computed as  

 

Cosine similarity16 is the calculation of the similarity 
between two documents. After converting the documents 
into document vectors by the previous calculation (tf-idf 
step) we can determine the similarity metric based on the 
cosine of the angle between the two document vectors. Each 
term in the document has its own axis. The formula given 
below finds the similarity between any two documents.  
 
 
 
 
After obtaining the two vectors we divide them by the 
product of their magnitudes. The angle so calculated is a 
good indicator for the measure of similarity. The cosine of 0° 
is 1, and for any other angles it is less than 1.  
After computing this, K-means clustering is performed. 
Initially the number of clusters (K) to be formed is decided. 
The value of K can be chosen as per the requirement. In our 
experiment we have chosen the value of K as 3. In a wide 
sense, K-means works by randomly initializing the k number 
of clusters as centroids. Here we apply an iteration of K-
means on the dataset. The following method is employed 
here, by picking up the K objects and placing the centroid in 
the same place as those objects. Assignment of each object to 
it’s closely cluster centroid. In the final step we need to 
update the average value of the cluster to the cluster 
centroid. Updating and allotment step is done is done 
periodically until the optimum solution is achieved hereby 
reducing fitting error. 
 

4. EXPERIMENTAL RESULTS 
 

In both Tables I and II, we use expression checks What's 
more TF-IDF Concerning illustration features to produce 
those characteristic matrices. Utilizing manifestation names 
and prescription names have better correctness what's more 
NMI over barely utilizing expressions. Utilizing every last bit 
3 sees (words, manifestation names, and solution names) 
together might accomplish those most elevated execution. 
Those comes about of utilizing the sum three perspectives 
would compared the middle of NMF Furthermore multi-view 
NMF are demonstrated Previously, fig. 4. When, utilizing 
expressions check as characteristic demonstrates that multi-

NMF accomplishes around 12% higher precision over NMF. 
It needs 14% higher correctness the point when utilizing TF-
IDF Concerning illustration Characteristics18. 

 

TABLE I 

  
                           2015 DATASET RESULTS (k=3) 
 
 

 
  

 

 

 

 
 

TABLE II 

 
                           2016 DATASET RESULTS (k=2) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5. Accuracy of pharmaceuticals (medications) to the 
related manifestations (symptoms) on the basis of cluster 
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During pre-processing, timer was set and 
processing speed for different clinical data set was recorded. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Chart -1: Processing speed with respect to clinical data set 

 
 
Finally, we conclude that the processing speed increases as 
the number of clinical documents decreases, which is shown 
in Fig.3. If we have less number of clinical documents then 
we get less efficient results. In order to get more efficient 
results, we need to have more number of clinical documents. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Chart -2: Time consumption with respect to clustered 
data19 
 

4. CONCLUSION 
 

In this paper we have built a system to know the accuracy 

of pharmaceutical associated with each manifestation 

clinical notes to build profile for independent patient. The 

whole system consists of 7 parts: section annotator; 

word/sentence annotator; negation annotator; 

pharmaceutical (medication) name annotator; manifestation 

(symptom) name annotator, Age annotator, Climate 

annotator.  
We use the extracted manifestation/pharmaceutical 

names integrated with words as three-views from clinical 

notes, and then we have applied parallel-view (Multi-View) 

NMF and k-means clustering of documents. We have plan for 

comparing the two different dataset to compute the accuracy 

by applying both Parallel-View NMF and K-means NMI as 

evaluation metrics to compare results. It showed that, the 

clustering performance can be increases by using 

pharmaceutical names and manifestation names. It also 

specify that parallel-view NMF can achieve better results 

than K-means techniques. 
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