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Abstract - Secure automated threat detection and prevention is the more effective procedure to reduce the workload of analyst by scanning the network, server functions & then informs the analyst if any suspicious activity is detected in the network traffic. It monitors the system continuously and responds according to the threat environment. This response action varies from phase to phase. Here suspicious activities are detected by the help of an artificial intelligence which acts as a virtual analyst concurrently with network intrusion detection system to defend from the threat environment and taking appropriate measures with the permission of the analyst. In its final phase where packet analysis is carried out to surf for attack vectors and then categorize supervised and unsupervised data. Where the unsupervised data will be decoded or converted to supervised data with help of analyst feedback and then auto-update the algorithm (Virtual Analyst Algorithm). So that it evolves the algorithm (with Active Learning Mechanism) itself by time and become more efficient, strong. So it can able to defend form similar or same kind of attacks.
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1. Introduction

There are many types of dangers on the internet, including malware and DDoS attacks. A network can be protected against such attacks using an intrusion detection system. An IDS system can detect intrusions and intrusion de-generates an alert when it detects an intrusion. This intrusion detection system in a network analyzes all traffic. For large datacenters this is a difficult task. There’s an enormous amount of data through the network of a data center. Standard intrusion systems cannot then all traffic completely.

A way to fix this is by IP flows is regeneration of packet data. Using IP flows ensures that an intrusion detection system can check all traffic. Intrusion detection systems also require a lot of maintenance. This depends on course and also involves high cost. Sensitive data is also increasingly being stored digitally. All these new services could contain security flaws which could leak private data, such as passwords or other sensitive data. This means that security flaws become more and more important since they can cause so much damage. It is not just the leaking of sensitive data that is an issue, but also protecting a computer or network against malware is important.

Considering this, it becomes more important to be able to detect and prevent attacks on network systems. Intrusion detection systems are used for this purpose. An intrusion detection system can alert administrators of malicious behavior. In order to have good performance, most intrusion detection systems need a lot of manual maintenance. This thesis tries to find out whether an intrusion detection system can work out-of-the-box with an acceptable performance. This is done by using machine learning algorithms. These are algorithms which can learn and find patterns in input. Machine learning algorithms seem promising for the problem of automatic intrusion detection. This thesis tries to view therefore that an intrusion detection system out-of-the-box may have a good performance. This is done via machine learning algorithms. These are algorithms that can learn from data and patterns. This seems well applicable to the problem of intrusion detection, this will also view this thesis, as well as the algorithms may or may not work.

2. Attacks Classification

A useful classification is to first make a distinction between internal and external malicious behaviour. This makes it easier for humans to understand. The IDS itself can work with different kind of classifications. However, the IDS have to communicate with an administrator about the detections. A distinction between internal and external malicious behaviour is easier to understand. Every type of malicious behaviour is identified by different characteristics. Knowing these characteristics is useful to be able to tweak the IDS to make identification more effective.

2.1. External Abnormal Behavior

External abnormal behaviour consists of different kind of attacks on the systems. There are much different type of attacks. There are Physical attacks, Buffer overflows, Distributed Denial of Service, Brute-force attacks, Vulnerability scans and Man in the middle attacks.

2.2. Internal Abnormal Behavior

Internal abnormal behaviour can be called malware. There are several types of malware. There are four distinct categories of malware. There are Botnets, Viruses,
Trojan Horses and Worms. Malware are actual programs that infect a system to execute a specific task. The task of the malware defines which category the malware belongs in.

2.3. Detection

An NIDS only monitors the network. As such not every attack can be detected by an NIDS. Only the attacks that actually use the network can be detected. Flow-based IDS have the additional constraint that they can only use flow data. This further limits the attacks that can be detected. The attacks that can generally be detected using flow-based network intrusion detection systems are DDOS, Vulnerability Scans, Worms and Botnets.

3. Intrusion Detection System

An intrusion detection system is a system which tries to determine whether a system is under attack, to detect intrusions within a system. Intrusion detection systems are often called IDS’s. Intrusions can also be called attacks or anomalies. It does this by monitoring network or system activities. One way of categorizing IDS’s is based on the method of detection intrusion.

3.1. Host-Based Intrusion Detection System

Host-based intrusion detection systems are systems that monitor the device on which they are installed, or directly connected to. The way they monitor the system can range from monitoring the state of the main system through audit logs, to monitoring program execution. Since HIDS rely so much on audit logs, they can become limited by them. Another issue can be the sheer volume of the audit logs. Every monitored log needs to be parsed; this means that the HIDS can have a big impact on the performance of the host system if it is installed there.

Another disadvantage is that any vulnerability that causes the audit files to be changed, also impacts the integrity of the HIDS. If an audit file is changed, the HIDS cannot see and detect what truly happened.

3.2. Network-Based Intrusion Detection System

Network-based intrusion detection systems are placed at certain points within a network in order to monitor traffic from and to devices within the network. They operate on the same concept as wiretapping. They “tap” into a network and listen to all communication that happens. The intruder could try to minimize his network activity, but the risk is lower. NIDS are also more portable than HIDS. They monitor traffic over a network and are independent of the operating system they run on. The system can analyze the traffic using multiple techniques to determine whether the data is malicious. There are two different ways to analyze the network data. Packet-based analysis uses the entire packet including the headers and payload. An intrusion detection system that uses packet-based analysis is called a packet-based network intrusion detection system. The advantage of this type of analysis is that there is a lot of data to work with. Every single byte of the packet could be used to determine whether the packet is malicious or not. Flow-based analysis doesn’t use individual packets but uses general aggregated data about network flows. An intrusion detection system that uses flow-based analysis is called a flow-based network intrusion detection system. A flow is defined as a single connection between the host and another device.

3.3. Intrusion Prevention System

An intrusion prevention system or IPS/IDPS is an intrusion detection system that also has to ability to prevent attacks. An IDS does not necessarily need to be able to detect attacks at the exact moment they occur, although it is preferred. An IPS needs to be able to detect attacks real-time since it also needs to be able to prevent these attacks. For network attacks these prevention actions could be closing the connection, blocking an IP or limiting the data throughput.

The change to requiring attacks to be detected at real time can severely impact the methods that are used to detect these attacks. For example, an IDS might give an alert even though the IDS is not certain that whatever it is alerting is actually an anomaly. An IPS needs to be certain before it can take action. Otherwise the IPS might take actions which the business employing the IPS does not want.

3.4. Detection

There are multiple different methods to detect intrusions. There are Signature based and Anomaly Based methods.

Signature based methods compare so called “signatures” with an existing database of signatures. A packet or flow record is decomposed into features that together construct a signature. If the signature of an incoming flow or packet matches with a signature in the database, it is flagged as malicious. Signature-based methods have little overhead in both computation and preprocessing as it only tries to match incoming signatures to known signatures in the database. Because it only compares signatures, it is easy to deploy within a network. The system does not need to learn what the traffic within a network looks like. Signature based methods are very effective against known attacks. New attacks cannot be detected unless the database is updated with new signatures. It is also possible for attackers to avoid being caught by signature based methods, only a slight modification of the “signature” is required in order to bypass the exact matching.
Anomaly based methods; also called Behaviour based methods are methods in which the IDS try to model the behaviour of network traffic. When an incoming packet deviates from this model, it is flagged as malicious and an alert is sent. Because they use a statistical model of normal behaviour, they should be able to detect all deviations from this normal behaviour. As a result, new attacks that deviate too much from normal behaviour are detected as well.

Since a model of the network traffic needs to be created, the system cannot be deployed into a network and be expected to work. The system needs to learn the behaviour of the network traffic. Problems, such as generating a lot of false positive alarms, can arise when training data includes mistakes, such as misclassifications. Machine learning algorithms can be used as an anomaly based method. Machine learning techniques have the ability to learn from data and decide whether new data is malicious.

There are two classes of machine learning algorithms. There is supervised learning and unsupervised learning. Supervised learning is trained using labeled data. Unsupervised learning uses unlabeled data. The data used to train machine learning algorithms is called a training set.

4.1. Evaluating ML for an IDS

With a machine learning algorithm, performance can be measured using the F-score. However, for intrusion detection systems, this is not enough by itself. The F-score assumes that recall and precision has the same importance. This is not necessarily the case when evaluating intrusion detection systems. A false positive occurs when a sample is actually Normal but is classified as an Intrusion. A false negative occurs when a sample is actually an Intrusion but is classified as Normal. A false negative is bad, since it means that an Intrusion was not detected. But most IDS’s are used in a layered approach. This means that if one layer does not detect an Intrusion, another layer might detect it.

The layered approach might also work completely different. Perhaps the first layer tries to detect as many anomalies as possible (and having a low recall) and then passing the data for which anomalies have been detected to other layers. This approach means that a low recall is not bad. The scoring used for IDS that uses machine learning is dependent on how the IDS is going to be used.

4.2. Using ML for IDS

Data has to be processed before it can be used within a machine learning algorithm. This means that features have to be chosen. Some features can be easy to find, other have to found by experimenting and running tests. Using all the features of a dataset does not necessarily guarantee the best performances from the IDS. It might increase the computational cost as well as the error rate of the system. This is because some features are redundant or are not useful for making a distinction between different classes.

Once the machine learning algorithm has learned from the data, it can be used to make predictions on other data. For example, machine learning can be used in order to watch the heart rate of patients at a hospital. During the learning phase, the machine learning algorithm is shown the heart rate of a patient and the current time. After learning is done, the machine learning algorithm can predict what the heart rate of that patient should be based on the current time. This can be used to determine whether the patient’s heart rate is normal by comparing the predicted heart rate and the real heart rate.
5. Implementation

5.1. Technology Stack

The main library that was used is scikit-learn. Scikit-learn is a robust machine learning library for Python. It is build upon NumPy, SciPy, and matplotlib. It is also open source and commercially usable with the BSD license. learn. This library was chosen since the library offers the most important algorithms, the documentation. Scikit-learn also contain different methods to visualize machine learning algorithms such as a graph to show the learning curve. These can be a useful tool to evaluate the performance of machine learning algorithms. It also contains methods to calculate the F-score. This is useful since that means that mistakes when calculating the F-score are less likely to happen.

5.1.1. Program Execution

The implementation works in different steps. A JSON config file is used to define the elements that are used within the program. This contains the data to be used for learning, for checking the machine learning algorithm, etc. Once the config file has been read, the program can start the training phase. In this phase the specified algorithm is used and trained using the given data. Afterwards the prediction phase starts. This phase uses the prediction data and gathers all results. The structure of the program and the modules reflect these different phases.

5.1.2. Structure

The implementation is build to be modular. The first module is the machine learning module. This module contains all machine learning algorithms that can be used. There is also a feature module. This module contains the available classes that can be used to extract features from the flows. A loader module contains all classes required to load the data from the different datasets.

A training module contains the different classes used for training. These classes use a loader class and pass the data to the machine learning algorithm. They define which data is supposed to be used (for example, using only abnormal behaviour and leaving out the normal behaviour). Finally there is a results module. This module receives all the output from the machine learning algorithms and has to log these or visualize them.

5.2. Datasets

In order to test the implementation and the algorithms, different datasets were used. Each dataset is used to test a different aspect of the machine learning algorithms. First, a subset of a dataset has to be chosen to be fed to the machine learning algorithms for learning. Afterwards, using the method, the algorithm is tested using another subset of the same dataset.

In the next step, the algorithms are tested using real-world data that is labeled. Finally, in the fourth step, the algorithms are tested using raw, unlabeled real-world data. This is to make sure that the algorithm performs well on unprocessed real-world data. Several datasets have been used to test the machine learning algorithms.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2,824,636</td>
<td>39,933(41.1%)</td>
<td>30,390(1.07%)</td>
<td>1,020(0.03%)</td>
<td>2,753,200(97.47%)</td>
</tr>
<tr>
<td>2</td>
<td>1,808,122</td>
<td>18,699(1.04%)</td>
<td>9,120(0.5%)</td>
<td>2,030(1.1%)</td>
<td>1,778,060(98.33%)</td>
</tr>
<tr>
<td>3</td>
<td>4,710,638</td>
<td>26,790(5.56%)</td>
<td>116,887(24.8%)</td>
<td>630(0.01%)</td>
<td>4,560,928(96.94%)</td>
</tr>
<tr>
<td>4</td>
<td>1,121,076</td>
<td>1,718(0.15%)</td>
<td>25,268(2.25%)</td>
<td>49(0.004%)</td>
<td>1,094,009(97.58%)</td>
</tr>
<tr>
<td>5</td>
<td>129,832</td>
<td>950(0.53%)</td>
<td>4,679(3.0%)</td>
<td>206(1.5%)</td>
<td>124,252(99.5%)</td>
</tr>
<tr>
<td>6</td>
<td>558,919</td>
<td>4,630(0.79%)</td>
<td>7,894(1.34%)</td>
<td>199(0.03%)</td>
<td>546,795(98.83%)</td>
</tr>
<tr>
<td>7</td>
<td>114,097</td>
<td>370(0.3%)</td>
<td>1,077(1.4%)</td>
<td>260(0.2%)</td>
<td>112,327(98.47%)</td>
</tr>
<tr>
<td>8</td>
<td>2,954,230</td>
<td>5,050(0.17%)</td>
<td>72,822(2.46%)</td>
<td>1,074(0.04%)</td>
<td>2,875,262(97.32%)</td>
</tr>
<tr>
<td>9</td>
<td>2,733,884</td>
<td>175,800(6.5%)</td>
<td>43,348(1.57%)</td>
<td>5,099(0.18%)</td>
<td>2,525,656(99.71%)</td>
</tr>
<tr>
<td>10</td>
<td>1,309,791</td>
<td>106,315(8.11%)</td>
<td>13,487(1.2%)</td>
<td>370(0.002%)</td>
<td>1,187,992(99.67%)</td>
</tr>
<tr>
<td>11</td>
<td>107,251</td>
<td>8,160(7.67%)</td>
<td>2,718(2.55%)</td>
<td>50(0.002%)</td>
<td>96,309(98.45%)</td>
</tr>
<tr>
<td>12</td>
<td>325,471</td>
<td>2,143(0.65%)</td>
<td>7,128(2.34%)</td>
<td>25(0.001%)</td>
<td>315,678(99.99%)</td>
</tr>
<tr>
<td>13</td>
<td>1,925,149</td>
<td>38,791(2.01%)</td>
<td>31,993(1.65%)</td>
<td>1,202(0.06%)</td>
<td>1,853,279(99.26%)</td>
</tr>
</tbody>
</table>

Fig-3: Distribution of labels in CTU 13 Dataset.

The CTU-13 dataset has been used for steps one to three for the testing of the machine learning algorithms. This is a labeled dataset. It contains botnet behaviour, normal and background traffic. The data was captured in the CTU University, Czech Republic, in 2011. It consists of thirteen different captures, each of which runs a different botnet malware. Figure 4 shows the amount of data within each capture. Note that the captured data is only from a couple hours. The flows within the dataset contain extra information. Each capture contains only a small amount of botnet samples. Most flows are background flows.

This is expected of botnet behaviour since it does not generate a large amount of network traffic. Each flows is labeled with its exact source. This could be Google analytics, Google webmail or a windows update. The flows within the dataset only contain the regular information that is found within net flow. The abnormal behaviour within this dataset is internal abnormal behaviour. In the evaluation chapter, this dataset is called the CTU dataset.

<table>
<thead>
<tr>
<th>Id</th>
<th>Duration (hrs)</th>
<th># Packets</th>
<th>#NetFlows</th>
<th>Size</th>
<th>Bot</th>
<th>#Bots</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6.15</td>
<td>71,971,482</td>
<td>2,824,637</td>
<td>52GB</td>
<td>Neris</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>4.21</td>
<td>71,851,300</td>
<td>1,808,122</td>
<td>60GB</td>
<td>Neris</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>66.85</td>
<td>167,730,395</td>
<td>4,710,638</td>
<td>121GB</td>
<td>Rbot</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>4.21</td>
<td>62,089,135</td>
<td>1,121,076</td>
<td>53GB</td>
<td>Rbot</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>11.63</td>
<td>4,481,167</td>
<td>129,833</td>
<td>37.6GB</td>
<td>Virut</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>2.18</td>
<td>36,764,357</td>
<td>558,920</td>
<td>30GB</td>
<td>Mentl</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>0.38</td>
<td>7,467,139</td>
<td>114,097</td>
<td>5.8GB</td>
<td>Sogotu</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>19.5</td>
<td>155,207,799</td>
<td>2,954,231</td>
<td>123GB</td>
<td>Murlo</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>5.18</td>
<td>113,415,321</td>
<td>7,128(2.34%)</td>
<td>94GB</td>
<td>Neris</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>4.75</td>
<td>90,389,763</td>
<td>1,308,723</td>
<td>60GB</td>
<td>Rbot</td>
<td>10</td>
</tr>
<tr>
<td>11</td>
<td>0.26</td>
<td>6,337,202</td>
<td>107,252</td>
<td>5.2GB</td>
<td>Rbot</td>
<td>3</td>
</tr>
<tr>
<td>12</td>
<td>1.21</td>
<td>15,212,268</td>
<td>325,472</td>
<td>8.3GB</td>
<td>NSISay</td>
<td>3</td>
</tr>
<tr>
<td>13</td>
<td>16.36</td>
<td>50,888,256</td>
<td>1,925,149</td>
<td>34GB</td>
<td>Virut</td>
<td>1</td>
</tr>
</tbody>
</table>

Fig-4: Amount of data and botnet type for each capture.
5.3. Algorithm selection

Both supervised and unsupervised algorithms have been used. The algorithms are the most common algorithms. Before more complex algorithms such as deep neural networks should be used, the more common and general algorithms should be tested.

5.3.1. Unsupervised learning

K-Means clustering is used in order to test whether results can be found using clustering algorithms. K-means is a simple clustering algorithm and already gives an indication whether a problem can be solved using clustering, or whether clustering offers no advantage. However, no method was found to verify whether to clusters that the K-means algorithm made were correct.

One class Support Vector machines are used in an attempt to use binary classification. They are quite fast in execution. They were used to find out whether it is a viable technique to preprocess incoming data and check whether a One class Support Vector machine finds it to be abnormal behaviour before passing it to other algorithms.

5.3.2. Supervised learning

Support vector machines have been used in the implementation. It is a popular algorithm and can do both linear and non-linear classification which makes it a promising choice to test in the implementation.

K-nearest Neighbors was the most promising algorithm. This algorithm is used extensively throughout the implementation and the tests. The fact that the classification happens on basis of the different neighbors instead of trying to make a classifier seemed to fit the feature data better.

Through the study of different machine learning algorithms, decision tree algorithms and Bayesian algorithms have also been discussed. They seemed less promising for the problem of intrusion detection. The difference between a normal flow and an abnormal flow is very slight and it seemed that these algorithms would make more mistakes. They are still used in the implementation to find out whether this assumption is correct or not.

6. Literature Review

MIT is also working on methods to use machine learning to defend against cyber attacks. In their paper "AI²: Training a big data machine to defend", they present a new method. Their system has four components. A big data processing system, an outlier detection engine, a mechanism to obtain feedback from security analysts, and a supervised learning module.

Their system tries to combine the expertise of security experts, and the speed and ability to detect new attacks of machine learning. More specifically, they use unsupervised machine learning. They preferred to use unsupervised machine learning since labeled data is rare and attacks constantly evolve. In the system they generate their own labels and use a supervised learning algorithm with these labels. The big data processing system is a system that can extract features of different entities from raw data. The outlier detection engine is a system that uses unsupervised learning. It uses the features that have been found in the big data processing system. They use three different methods, density, matrix decomposition, or replicator neural networks. The output of this unsupervised system is processed and shown to a security analyst. The security analyst can verify or refute the output. The feedback is fed to a supervised learning algorithm. The supervised learning algorithm learns a model that can use this feedback to better predict whether any new event is normal or abnormal. With more feedback, the system becomes more and more correct.

Fig-5: The structure of AI² system.

7. Execution of Source Code and Results

Fig-6: Source Code Execution
8. Conclusion

This thesis has given an overview of machine learning algorithms and has shown how they can be used in an intrusion detection system. Not all machine learning algorithms work as good. The biggest problem that was discovered during the thesis was finding good labeled datasets which could be used to train the machine learning algorithms. If a good training dataset is used to train a machine learning algorithm, it can be used to create an intrusion detection system which offers acceptable performance out-of-the-box. A lot depends on the quality of the training dataset. If the training dataset does not contain enough samples of the different intrusions, the machine learning algorithm will exhibit a large amount of false positives and false negatives. K-Nearest Neighbors performed the best. It has good results in both the evaluation and the real-life scenario. When using an algorithm such as K-Nearest Neighbors close attention needs to be paid to what value of k is chosen and which distance metric is used. Unsupervised learning algorithms do not work well out-of-the-box. They need a lot of manual interference before they are viable to be used for intrusion detection.
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