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Abstract – Traditional clustering algorithms do not consider the semantic relationships among documents so that they cannot accurately represent clusters of the documents. To overcome these problems, introducing semantic information from ontology such as WordNet has been widely used to improve the quality of text clustering. However, there exist several challenges such as extracting core semantics from texts, assigning appropriate description for the generated clusters and diversity of vocabulary.

In this project we report our attempt towards integrating WordNet with lexical chains to alleviate these problems. The proposed approach exploits the way we can identify the theme of the document basing on disambiguated core semantic features extracted and exploits the characteristics of lexical chain based on WordNet. In our approach the main contributions are preprocessing of document which identifies the noun as a feature by performing tagging and lemmatization, performing word sense disambiguation to obtain candidate words based on the modified similarity approach and finally the generation of cluster based on lexical chains.

We observed better performance of lexical chain based on the chain evaluation heuristic whose threshold is set to 50%. In future we can demonstrate improvements in performance of text clustering using ontologies.
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1. INTRODUCTION

This section provides detail about semantic web mining and a more explained introduction to text clustering followed by few examined problems facing for text clustering and their possible solutions.

1.1 Text Clustering

With the increasing information on Internet, Web mining has been the focus of information retrieval. Now a day’s Internet is being used so widely that it leads to a large repository of documents. Text clustering is a useful technique that aims at organizing large document collections into smaller meaningful and manageable groups, which plays an important role in information retrieval, browsing and comprehension [1].

1.2 Problem Description

Feature vectors generated using Bow results in very large dimensional vectors. The feature selected is directly proportional to dimension. Extract core semantics from texts selecting the feature will reduced number of terms which depict high semantic content.

The quality of extracted lexical chains is highly depends on the quality and quantity of the concepts within a document. i.e., larger the chain clearer the concepts.

Several other challenges for the clustering results: synonym and polysemy problems. There has been much work done on the use of ontology to replace the original word in a document with the most appropriate word called word sense disambiguation(WSD).

Assign distinguished and meaningful description for the generated clusters

1.3 Basics and background knowledge

1.3.1 WordNet

WordNet is the product of a research project as Princeton University. it classify the word in two categories i.e., content word and function word, content words dealt with noun, verb, adverb and adjective which form a set of synonyms called synsets. The synsets are organized into senses, giving thus the synonyms of each word, and also into a hyponym/hypernym (i.e., is-A) and meronym/holonym (i.e., Part-of) relationships[2].

1.3.2 Semantic similarity

Semantic similarity plays an important role in natural language processing. In general, all the measures can be grouped into four classes: path length based measures, information content based measures, features based measures and hybrid measures [3].
1.3.2.1 Path-based Measures

The main idea of path-based measures is that the similarity between two concepts is a function of the length of the path linking the concepts and the position of the concepts in the taxonomy.

The various path based measure include Shortest path measure, wu and palmer's measure, leakcock and chodorow's measure and li's measure.

The information based measure are resnik's measure,lin's measure, jiang's measure

Feature based measure is independent on the taxonomy and the subsumers of the concepts. The final approach i.e., hybrid measure combined the ideas presented above [4,5,6,7].

1.4 Word sense disambiguation

We adopt the WSD procedure which is given by [8], aim to identify the most appropriate sense associated with each noun in a given document based on the assumption that one sense per discourse. The WSD approach can be described as follows. Let N = \{n_1, n_2, ..., n_n\} denote the set of all senses associated with the noun n, according to the WordNet ontology. We determine the most appropriate sense of a noun n, by computing the sum of its similarity to other noun senses in d as follows:

\[
C_i = \max_{c_{ik} \in C_i} \sum_{c_{jm} \in C_j} \max s(c_{ik}, c_{jm})
\]

Where \(s(c_{ik}, c_{jm})\) is the similarity between two senses. We restrict to the first three senses for each synset to participate in this computation for several reasons as given by [9].

First, the senses of a given noun in the WordNet hierarchy are arranged in descending order according to their common usage. Furthermore we compare the clustering results on using only the top three senses against using all senses of a noun, the former yields similar clustering results at a reduced computation cost to the latter.

1.5 Lexical chains

Lexical chains are groups of words which exhibit lexical cohesion. Cohesion is a way of getting text together as a whole. Lexical cohesion is exhibited through cohesive relations. They have classified these relations as:

1. reiteration with identity of reference
2. reiteration without identity of reference
3. reiteration by means of super ordinate
4. systematic semantic relation
5. non systematic semantic relation
6. The first three relations involve reiteration which includes repetition of the same word in the same sense, the use of a synonym for a word and the use of hypernyms for a word respectively. The last two relations involve collocations i.e., semantic relationships between words that often co-occur. Lexical chains in a text are identified by the presence of strong semantic relations between the words in the text[10].

2. LITERATURE SURVEY

2.1 Introduction

Most of the existing text clustering methods use the bag of words model known from information retrieval where single terms are used as features for representing the documents and they are treated independently. Some researches recently put their focus on the conceptual features extracted from text using ontologies and have shown that ontologies could improve the performance of text mining.

2.2 Semantic ontology for text clustering

Current approaches for semantic ontology for text clustering can be divided into two major categories, namely, concept mapping and embedded methods[11].

Concept mapping methods simply replace each term in a document by its corresponding concept(s) extracted from an ontology before applying the clustering algorithm. These methods are appealing because they can be applied to any clustering algorithm[12]. Furthermore, the mapping of terms into concepts incurs only a one-time cost, thus allowing the clustering algorithm to be invoked multiple times (for different cluster initialization, parameter settings etc.,) without the additional overhead of re-creating the concepts. However, their main limitation is that the quality of the clusters is highly dependent on the correctness of the WSD procedure used. Embedded methods, on the other hand, integrate the ontological background knowledge directly into the clustering algorithm. This would require modifications to the existing clustering algorithm, which often leads to substantial increase in its both runtime and memory requirements. Instead of performing WSD explicitly, these methods assume the availability of a distance/similarity matrix for all pairs of words in a text corpus computed based on the WordNet's concept hierarchy. Since a word can be mapped to several synsets, multiple pairs may exist between any two words and the algorithm has to decide which path to use when computing the distance measure. Thus embedded methods are still susceptible to incorrect mapping issues related to WSD.

2.3 Proposed approach

The proposed approach exploits the relations to provide a more accurate assessment of the similarity between terms for word sense disambiguation. Furthermore, we implement lexical chains to extract a set of semantically related words from texts, which can represent the semantic content of the texts. Although lexical chains have been extensively used in text summarization, their potential impact on text clustering...
problem has not been fully investigated. Our integrated way can identify the theme of documents based on the disambiguated core features extracted, and in parallel downsize the dimensions of feature space.

The work exploits this characteristic of lexical chains - each lexical chain is an indicator of a topical strand and the segments connected by it belong to the same topic. We work on the premise that, instead of just computing the lexical chains with respect to a single document, if we compute the chains across documents, we are in effect chaining together those documents belonging to a topical strand.

3. ARCHITECTURE
This section deals with the method used, architecture and statistics of semantics for the construction of lexical chains based on semantic knowledge database such as WordNet.

3.1 System architecture
Text document clustering can greatly simplify browsing large collections of documents by reorganizing them into a smaller number of manageable clusters.

Preprocessing the documents is probably at least as important as the choice of an algorithm, since an algorithm can only be as good as the data it works on. While there are a number of preprocessing steps, that are almost standard now, the effects of adding background knowledge are still not very extensively researched.

We preprocess the document by running it through a tokenizer; we then filter out all non-noun words identified in the WSD stage. (The WSD here referred as the process of word sense disambiguation where original word is being replaced by the most appropriate sense based on the similarity sense from WordNet). The result is a sequence of nouns which appear in the text along with its sense. We refer to these as ‘candidate words’. We base our algorithm on the WordNet lexical Database. WordNet is used to identify the relations among the words. We use identity, synonym, hypernym, meronym relations to compute the chains. Our algorithm works by maintaining a global set of lexical chains, each of which represents a topic.

We now compute the lexical chains corresponding to each of the candidate words by looking up the synsets for the word from WordNet. We then traverse the global list of lexical chains to identify those chains with which it has a identity, synonym, hypernym, meronym relations. We refer to these identified lexical chains as potential chains. If the candidate word has no relation with any of the chains in the global list, a new potential chain is created.

A chain is selected from the global set based on the score of representative i.e., a threshold value. We have selected the threshold in such a way that the chain which is greater than the threshold value is selected as the potential chain for the document.

### 3.2 Candidate word generation
It implements a method to obtain description of a synsets,

**Description of synsets:** Let \( C = \{c_1, c_2, c_3, c_4, \ldots, c_k\} \) be the set of synsets in a document, \( c_i \in C \). let \( \text{lemma}(c_i) \) be the set of words that constitute a synsets of \( c_i \), let \( \text{gloss}(c_i) \) be the definition and examples of usages of \( c_i \), let \( \text{related}(c_i) \) be the union of the synonym, hypernym, hyponym.

**Scoring mechanism:**
The scoring mechanism assigns an \( n \) word overlap the score of \( n^2 \). This gives an \( n \)-word overlap a score that is greater than the sum of the scores assigned to those \( n \) words if they had occurred in two or more phrases, each less than \( n \) words long.

\[
\text{Score}(\text{DES}(c_i), \text{DES}(c_j)) = \sum_{t=1}^{N_i} (N_i/t)^2
\]

**Modified measure:** In order to take the full advantage of both explicit and implicit semantic relations between synsets such as is-a and has-par links, we define a new similarity measure that combines both measures as below.

\[
\delta(c_i, c_j) = \frac{2d + S}{l_i + l_j + 2d + S}
\]

Where \( S = \log(\text{score}(\text{DES}(c_i), \text{DES}(c_j))+1) \), this method not only reflects structure information of synsets such as distance, but also incorporates content meaning of synsets in the ontology. It integrates well with explicit and implicit semantic between synsets in ontology.
3.3 Lexical chain

Lexical chain represents semantic relations among the selected word senses of the words appearing in that lexical chain. Each node in a lexical chain is a word sense of a word, and each link can be identity, synonym, hypernym, meronym relation between two word senses.

In order to extract the core semantics, the semantic importance of word senses within a given document should be evaluated first, generally, let $N=\{n_1,n_2,n_3,\ldots,n_k\}$ be the set of nouns in a document $d$ and let $f=\{f_1,f_2,f_3,\ldots,f_p\}$ be the corresponding frequency of occurrence of nouns in $d$. Let $C=\{c_1,c_2,c_3,\ldots,c_k\}$ be the set of disambiguated concepts corresponding to $N$, given a document $d$, a set of nouns $N$, a set of frequencies $F$ and a set of concepts $C$, let $W=\{w_1,w_2,w_3,\ldots,w_q\}$ be the set of corresponding weight of disambiguated concepts in $C$, if $c_i (c_i \in C)$ is mapped from $n_k$ and $n_k (n_k,n_k \in EN)$, then the weight of $c_i$ is computed by based on the weighted concepts, we give following definition.

$$W_i = f_k + f_a$$

Score of concept:

Let $C=\{c_1,c_2,c_3,\ldots,c_k\}$ be the set of disambiguated concepts(word senses), and let $W=\{w_1,w_2,w_3,\ldots,w_q\}$ be the corresponding frequency of occurrence of nouns in $d$. Let $RN=\{\text{identity},\text{synonym},\text{hypernym},\text{meronym}\}$ be the set of semantic relations, and let $R=\{r_1,r_2=r_1,r_3,r_4\}$ be the set of the corresponding weight of disambiguated concepts in $C$. If $c_i (c_i \in C)$ is then, the weight of $c_i$ is computed by based on the weighted concepts, we give following definition.

$$S(c_i) = w_1 \times r_1 + \sum_{k=2}^{q} [w_k \times H(c_i,c_k,p) \times r_k]$$

where $H(c,c_k,p) = \begin{cases} 1 & \text{if there exists an edge of RN between } c_i \text{ and } c_k, \\ 0 & \text{otherwise} \end{cases}$

A large value of $S(c_i)$ indicates that $c_i$ is a semantically important concept in a document. The relation weight $r(r \in R)$ depending on the kind of semantic relationship and it is in the order listed: identity, synonym, hypernym, meronym (thus $r_1=r_2>r_3>r_4$).

Score of lexical chain:

Let $L=\{L_1,L_2,L_3,\ldots,L_m\}$ be a set of lexical chains of a given document. Let $L,RL$ let $c_i = \{c_{i1},c_{i2},c_{i3},\ldots,c_{iq}\}$ be a set of disambiguated concepts in $L_i$, let $S(c_i)$ be the score of concept $c_i (c_i \in C)$. Then , the score $S(c_{i1})$ of lexical chain in a document is defined as

$$S(L_i) = \sum_{i=1}^{q} S(c_{i1})$$

Score of representative lexical chain:

Let $L=\{L_1,L_2,L_3,\ldots,L_m\}$ be a set of lexical chains of a given document. Let $L^R=\{L_1^R,L_2^R,\ldots,L_m^R\}$ (n≤m) be a set of representative lexical chains that satisfy the following criterion:

$$S(L_i^R) > \frac{1}{m} \sum_{i=1}^{m} S(L_i) \quad (i=1,2,\ldots,m)$$

Where $\infty$ is a weighting coefficient that is used to control the number of the representative lexical chains to be considered.

We extract the weighted concepts in the lexical chain $L^R$ composing set of core semantic features for the given document. It is these concepts can be then used to cluster the document.

4. IMPLEMENTATION

4.1 Dataset Description

We have run our experiments on a small dataset of 30 documents retrieved from 20 Newsgroup dataset. This was because we were unable to get a pre-clustered dataset and comparing the results would have been difficult. Hence, we limited our experiments to a small dataset to keep our experiments humanly tractable.

We keep the number of documents small in order to be able to do a qualitative analysis of the clusters formed as opposed to a quantitative one.

4.1 Pre-processing

Documents are process by passing through tokenizer by setting space as delimiter, and then we obtain the tokens. These tokens are further passed to a Tagger to assign the category for each token, in our case it is noun finally we pass to a lemmatizer to obtain the root form of the tagged word.

Here we are using wordNet lemmatizer for a part of speech tagging output. Lemmatizer return the same word if it is not found in WordNet or else returns the lemma.
4.2 Performing Word Sense Disambiguation
Here we determine the most appropriate sense associated to each lemma by computing the similarity among three sense, the sense which assigned the highest score is consider as the probable sense. Finally we replace our lemma with the synset of that sense which is termed as candidate words.

4.3 Cluster Generation
The candidate words are assigned the weights and generated the score of concept by considering the relations. Then summing up all the relation score will give the concept score. This concept score further used to compute the score of lexical chain. We then evaluate the filtered chains, in order to select a subset of chains to which the document is added. We select all those lexical chains whose length exceeds heuristic value.

Our algorithm works on the assumption that lexical chains represent the theme of the document. And grouping documents based on these lexical chains results in the documents being clustered based on its theme. This work explores if and how the two following methods can improve the effectiveness of clustering through semantic similarity approach.

5. EXPERIMENT RESULTS
The results are analyzed after pre-processing step is illustrated in the below table 5.1. the first column specify the document id, second column specify the tokens and the third column specify the number of nouns obtained.

<table>
<thead>
<tr>
<th>Document id</th>
<th>Number of tokens</th>
<th>Number of Nouns</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>106</td>
<td>26</td>
</tr>
<tr>
<td>10</td>
<td>129</td>
<td>19</td>
</tr>
<tr>
<td>29</td>
<td>49</td>
<td>26</td>
</tr>
<tr>
<td>30</td>
<td>70</td>
<td>19</td>
</tr>
</tbody>
</table>

The below table shows the chains obtained for the documents. The first columns specify the document ids and their respective chains.

<table>
<thead>
<tr>
<th>Document id</th>
<th>Chains</th>
</tr>
</thead>
</table>
Table 5.3 Number of Lexical chains generated.

<table>
<thead>
<tr>
<th>Document id</th>
<th>Number of chains</th>
</tr>
</thead>
<tbody>
<tr>
<td>29</td>
<td>8</td>
</tr>
<tr>
<td>30</td>
<td>2</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
</tr>
</tbody>
</table>

6. CONCLUSIONS

Documents contain multiple topics and clustering them using hard clustering is very unnatural. Documents should ideally be clustered using soft clustering algorithms. Unfortunately, these algorithms work only for very small dimensions. The nature of lexical chains makes them suitable for clustering documents. Each lexical chain is considered as a topical strand and if two documents share a chain, then they contain the same topics.

This work presents a methodology for clustering using disambiguated concepts and lexical chains. A modified term-based semantic similarity measure is proposed for word sense disambiguation, and lexical chains are employed to extract core semantic features that express the topic of documents. Two clusters are generated, and assigning appropriate description for the generated clusters. More importantly, we show that the lexical chain features (core semantics) can improve the quality significantly with a reduced number of features in the document clustering process. Although lexical chains have been widely used in many application domains, this study is one of the few researches which try to investigate the potential impact of lexical chains on text clustering.

In future work, we would like to perform our method on a larger knowledge base, such as Wikipedia. Moreover, since we have demonstrated that the lexical chains can lead to improvements in text clustering, the next work we plan to explore the feasibility of lexical chains in the text mining task.
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