Multi-Criteria Clustering For Big-Data using MR-Triage
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Abstract - In present world that mining large amounts of security data can help generate actionable intelligence and make the understanding of Internet attacks better. To deal with internet attacks what we really need is cyber situational and attack attribution. Cyber situational awareness is attracting much attention. Practical clustering algorithms require multiple data scans so we need a scalable multi criteria clustering. Big Data is a new term which identify the datasets which cannot be managed due to their large size with typical software tools. Data mining is a process to find the data from the large databases for analysis. This security data mining process involves a considerable amount of features interacting in a non-obvious way, which makes it inherently complex. To deal with this challenge, we introduce MR-TRIAGE. The MR-TRIAGE workflow is made of a scalable data integration. The results will demonstrate that we can efficiently handle large datasets with our algorithm.
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1. INTRODUCTION

Big data is a term for data sets that are so large or complex that traditional data processing applications are inadequate. The term often refers simply to the use of predictive analytics or certain other advanced methods to extract value from data, and seldom to a particular size of data set. Big data can be described by the following characteristics: variety, velocity, variability, volume, veracity. Data mining is the computational process of discovering patterns in large data sets. We analyze a set of new MapReduce [1] based algorithms, MR-TRIAGE, that are designed to process massive datasets in Hadoop. Both algorithms and implementation details are outlined and discussed in this deliverable. Analyzing the data and finding out important part out of it is really difficult and is the most important need. Data mining can help us meet this need by providing goals to find out the important part.

There are three different ways in which the data set can be large: (1) there can be a large number of elements in the data set, (2) each element can have many features, and (3) there can be many clusters to discover. Talking about clusters, cluster is a group of similar things or people positioned or occurring closely together. Clustering is the task of grouping a set of objects in such a way that objects in the same group (called a cluster) are more similar (in some sense or another) to each other than to those in other groups (clusters). The clustering technique which we are using is MR-TRIAGE. Map reduce is a programming model. Users specify the computation in terms of a map and a reduce function. The computation takes a set of input key/value pairs, and produces a set of output key/value pairs. This is a new technique for clustering these large, high dimensional datasets. The issues of how to parallelize the computation, distribute the data, and handle failures conspire to obscure the original simple computation with large amounts of complex code to deal with these issues. Clustering is the subject of active research in several fields such as statistics, pattern recognition, and machine learning. For improving the understanding of internet attack we need to deal with two critical aspects: cyber situational and attack attribution. Data modeling puts clustering in a historical perspective rooted in mathematics, statistics, and numerical analysis. Multi-criteria decision (MCDA) [2][3] is not scalable. In this paper, we propose a scalable algorithm which is based on map reduce map reduce algorithm consist of three phases: (1) prototype extraction (PE), (2) single feature clustering and (3) multi-criteria clustering. Our implementation focuses on retrieving points that are good representatives of a large number of points which are very similar (or very close) to the prototype points for each feature. In graph clustering stage, for each feature MR-TRIAGE builds the relationships among the prototypes using appropriate similarity metrics and turns the relationship into a graph by modeling prototypes as nodes and the similarity values as the edges with weight between nodes. Finally, at the multi-criteria data clustering stage, MR-TRIAGE combines the prototypes and graph clusters found in previous steps using Map Reduce. The functional requirements of this paper is The application has to be able to segregate the big data into portions of data that would be clustered as data which has to be secured, non secured or low level secured. The multi-criteria algorithm has to be efficiently used in order to have a soft clustering applied on the dataset. The output of the clustering algorithm would provide the proportionality of how much the date must be secured. Talking about non-functional requirements which are flexible, robust, customized and has a low maintenance cost. The framework has already demonstrated its effectiveness in context of various security investigation. But existing system has some issues which were firstly MCDA.
clustering is not scalable and needs to be transitioned to parallel processing to cope with the growing size of the data sets and secondly Map Reduce poses a whole new set of challenges and implementation choices [4].

1.1 Related Work

Considerable efforts have been devoted to applying data mining techniques to problems related to computer security[5]. Many efforts was exclusively focused on the improvement of intrusion detection system. Big Data is changing the traditional technology domains, introducing new security models and new security design approaches to address emerging security challenges. Clustering [6] is considered as one of the most effective approaches to explore large quantities of data generated by the security monitoring infrastructures. However, Clustering large data sets can be very time and memory consuming because most algorithms calculate the distance between each pair of points such as nearest neighbor Search [7], data summarization [9], incremental clustering [11], density-based [13], and hierarchical methods [15], have been developed to efficiently handle large-size datasets.

Map-Reduce is a programming model and an associated implementation for processing and generating large datasets that is amenable to a broad variety of real-world tasks. It gradually gains attention in cyber security research. Users specify the computation in terms of a map and a reduce function, and the underlying runtime system automatically parallelizes the computation across large-scale clusters of machines, handles machine failures, and schedules inter-machine communication to make efficient use of the network and disks. Botnet detection, Zhao et al. [17] designed and implemented a MapReduce system called BotGraph to detect a new type of botnet spamming [18] attacks targeting major Web email providers.

Additionally, various real-world systems can be converted into complex networks, such as social network, internet, telecommunication networks, etc. It can also be interesting to use graph clustering methods to model certain security activities, e.g., spams campaign [19]. Gibson et al. present an algorithm based on a recursive application of fingerprinting via shingles to identify nodes that share subsets of neighbor’s. Rytsova et al. [20] propose a MapReduce-based implementation of the algorithm. Bahami et al. [21] provide an approximated algorithm for finding densest sub-graph in logarithmic time using MapReduce. Lin et al. [22] present three design patterns that address these issues and can be used to accelerate a large class of graph algorithms.

1.2 System Architecture

Map-Reduce is a programming model and an associated implementation for processing and generating large datasets that is amenable to a broad variety of real-world tasks. It gradually gains attention in cyber security research. MCDM is concerned with structuring and solving decision and planning problems involving multiple criteria. The purpose is to support decision-makers facing such problems. The difficulty of the problem originates from the presence of more than one criterion. There is no longer a unique optimal solution to an MCDM problem that can be obtained without incorporating preference information. The concept of an is often replaced by the set of non-dominated solutions. A non-dominated solution has the property that it is not possible to move away from it to any other solution without sacrificing in at least one criterion. Therefore, it makes sense for the decision-maker to choose a solution from the non-dominated set.

MapReduce allows for distributed processing of the map and reduction operations. Provided that each mapping operation is independent of the others. MapReduce can be applied to significantly larger datasets than “commodity” servers can handle – a large server farm can use Map Reduce to sort a petabyte of data in only a few hours. The parallelism also offers some possibility of recovering from partial failure of servers or storage during the operation: if one mapper or reducer fails, the work can be rescheduled – assuming the input data is still available. Map reduce function works in phases: 1) mapp function 2) reducer function.

2. TRIAGE FRAMEWORK

In this section, we analyze MR-Triage framework that makes triage scalable using MapReduce. We first cover the technical challenge when implementing the framework and provide theoretical computational analysis of the MR-Triage algorithms. We describe the software modules...
including description of the software components, the steps to run the software etc.

**STEP 1: PROTOTYPE EXTRACTION:** The goal of prototype extraction is to get rid of the combinatorial explosion in data clustering when the number of objects in the data set becomes too large and thus a pairwise approach is not possible any more, e.g., similarity matrix $A_k(i; j)$. It is ideal to identify prototypes within the data set, i.e., data points that are good representatives of a large number of points which are very similar (or very close) to the prototype point (acting as a sort of control).

1) we divide the data set into smaller blocks, each block is of a given window size $k$.
2) for each smaller $k$-block of data in a reducer, we extract prototypes by searching for very dense regions of points and we represent them by a single data point. We also label all the other points as “neighbor’s”.
3) we repeat the algorithm but now on the extracted prototypes. This has the effect to reduce the total number of prototypes by merging prototypes that are (almost) identical, but have been extracted in different data blocks.

**STEP 2: GRAPH CLUSTERING:** In this step, we first build the relationships among the prototypes using appropriate similarity metrics. This requires us to build a pairwise matrix to identify the relationship. Formally for a given feature $F_k$ and $P_k = \{p_1, p_2, ..., p_m\}$, we find $R_f = \{(p_l, p_q) | \omega_k(p_l, p_q) > k\}$ where $k$ is a predefined threshold and $p_l, p_q \in P F_k$. One of the most straightforward way to find clusters in a graph is identifying the connected components, which are subgraphs in which any two vertices are connected to each other by a path. We begin the difficult work of defining what constitutes a cluster in a graph and what a clustering should be like; we also discuss some special classes of graphs. In some of the clustering literature, a cluster in a graph is called community. This uses a similarity metrics to build relationships. A metric that measures distance between strings. Useful for fuzzy string searching. Build a pairwise matrix to identify relationships. Model prototypes as nodes and similarities as edges with weight.

**STEP 3: MULTI-CRITERIA DATA CLUSTERING:** By repeating Step 1 & 2 for different features, we obtain a set of clusters for every feature, which provide interesting viewpoints on the underlying phenomena that have generated the events in the first place.

The following metrics are used to analyze the theoretical costs of the proposed algorithms in the Map Reduce framework.

- **Number of Tasks.** This metric aims to determine how many tasks are required to accommodate the requirements of the algorithms.
- **Communication Costs.** This metric measures the potential network I/O costs of the algorithms.
- **Computational Complexity.** This metric measures the computational complexity of the algorithm at the reducer level.

### 3. PROPOSED SYSTEM

This paper main goal is to handle Scalability to large datasets (Big Data) ability to work with high dimensional data and ability to find clusters of irregular shape handling outliers. Cluster the data for internet attacks [23], by means of multi-criteria evaluation process and Improving Interpretability (meaning) of results. We propose a set of distributed algorithm MR-TRIAGE built on Map-Reduce that can perform scalable multi-criteria data on very large security data sets.

![Data Flow Diagram](Fig 2: Data Flow Diagram)

### 3. CONCLUSIONS

In this paper we introduce a new framework called MR-TRIAGE leveraging multi-criteria data clustering (MCDC) to perform scalable data clustering on large security data sets and further implement a set of efficient algorithms in a 3-stage In this paper we introduce a new framework called MRTRIAGE leveraging multi-criteria data clustering (MCDC) to Map-Reduce paradigm. We optimize MR-TRIAGE performance by extracting a smaller set of representative prototypes. Map-Reduce programs have been implemented
internally at Google over the past four years, and an average of one hundred thousand Map-Reduce jobs are executed on Google's clusters every day, processing a total of more than twenty petabytes of data per day (Source). As future works, we would like to evaluate various statistical sampling methods to both efficiently and effectively identify prototypes and evaluate the effectiveness of different graph clustering algorithm.
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