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Abstract –  
  Hand gesture recognition in aspect to human-
machine interface is being developed vastly in recent days. 
Because of the disturbance of lighting and background being 
not plain, many visual hand gesture recognition systems 
operate or show successful results only in restricted 
background. To recognize the various hand gestures, we will 
build a non complex and with greater speed motion history 
image related system. In our system, we mainly focus on 
applying pointing behavior for the human machine interface. 
Now days, the gesture recognition has been a new 
developmental and experimental thing for most of the human 
related electronics. This system allows people to operate 
electronic products more conveniently. In our system, a 
gesture recognition method is to be build which will be an 
interface between human machine interaction i.e. HMI. In our 
system we propose some non-complex algorithm and hand 
gestures to decrease the hand gesture recognition complexity 
and would be more easy and simple to control real-time 
computer systems. 
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1. Introduction 
  
 With the development in Computer Vision and 
Human Machine Interaction the Computer holds most 
important role in our daily life. Human Computer Interaction 
can provides several advantages with the introducing the 
different natural forms of device free communication. 
Gesture recognition is one of the several types of them to 
interact with the humans gestures are the natural form of 
action which we often used in our day to day life. But in 
computer application to interact humans with machine the 
interaction with devices like keyboard, mouse etc. must be 
requires. As the various hand gestures are frequently used 
by humans so the aim of this project is to reduce external 
hardware interaction which is required for computer 
application, and hence this causes system more reliable for 
use with ease. This paper implements gesture based 
recognition technique to handing multimedia application. In 
this system, a gesture recognition scheme is been proposed 
as an interface between human and machine. In our system 
we represent some low-complexity algorithm and some 
hand gestures to decrease the gesture recognition 

complexity and which becomes easier to control real-time 
systems. 
 

2. Existing System 
 
   The various hand gesture recognition systems are 
developed for various applications. The systems are based 
on vision, facial gestures, hand gestures etc. 
 In 2015, proposed the system which uses kinect 
depth camera. It is based on a compact representation in the 
form of super pixels, which efficiently capture the shape, 
texture and depth features of the gestures. Since this system 
uses kinect depth camera, the cost of system is more. 
 In 2014, the proposed systems focus on using 
pointing behaviors for a natural interface to classify the 
dynamic hand gesture, they developed a simple and fast 
motion history image based method. This paper presents 
low complexity algorithm and gestures recognition 
complexity and more suitable for controlling real time 
computer system. It is applicable only for the application of 
power point presentation. 
 In 2014, this system uses various hand gestures as 
input to operate the windows media player application. This 
system uses single hand gestures and its directional motion 
which defines a particular gesture for the above mentioned 
application. In this system decision tree has been used for 
classification. This system only supports windows media 
player application and not any others. 
 

3. System Architecture 
 
 The Figure 3.1 shows overall architecture of our 
system. First the system will take the input from the user by 
using webcam i.e., the original image. The image will be 
converted into HSV scale in parallel approach. The HSV 
image is then transformed into threshold image. In 
thresholding the biggest contour is found out to matches the 
hand border. After that we calculate the center of gravity by 
using some formulae. Then we numbered that detected 
fingertips as output shown in figure. 
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         Figure3.1:- System Architecture 
 

 In next stage we give naming to the fingertips. After 
that we set the conditions like next, previous, play, pause etc. 
as per hand gestures. Then set that condition as command 
and load the native libraries of windows for perform the 
events such as Power-point, Media Player and PDF Reader 
etc. Then event handling is done as per hand gestures. 
 

4. Proposed System 
 
4.1. Image Processing 
  
 As per architecture discussed above we first capture 
the hand gestures images through web camera. The image 
will be converted into HSV scale i.e; the HSV scale required 
for RED colour is configured in parallel approach. HSV 
defines Á ÔÙÐÅ ÏÆ ÃÏÌÏÒ ÓÐÁÃÅȢ Ȭ6ÁÌÕÅȭ ÉÓ ÄÅÆÉÎÅÄ ÁÓ ÂÒÉÇÈÔÎÅÓÓȢ 
In HSV, hue represents a color. In this system we have 
considered Hue for red colour in a range from 160 to 179. 
Saturation indicates the range of grey in the color space. We 
have considered saturation range from 100 to 255. Value is 
brightness of the color and varies with color saturation. In 
this system we have considered a range from 100 to 255 for 
Value, when the value is 0 the color space will be totally 
black. Then we obtained threshold image using HSV ranges 
of colour detection. In thresholding we have find the biggest 
contour which is a bounding box of white pixels. 
 After that we extract the noisy pixel in contour, this 
process is called as filtering of image. The next step is finding 
center of gravity (COG). We find the centroid of the contour 
by applying spatial moments as,  

 
The function takes two arguments, p and q, which are used 
as powers for x and y. The I() function is the intensity for a 
pixel defined by its (x, y) coordinate. n is the number of 
pixels that make up the shape.  If we consider a contour like 
the one in Figure 4.1 ÔÈÅÎ ʃ ÉÓ ÔÈÅ ÁÎÇÌÅ ÏÆ ÉÔÓ ÍÁÊÏÒ ÁØÉÓ ÔÏ 
the horizontal, with the +y-axis pointing downwards.   

 
Figure 4.1 :- #ÏÎÔÏÕÒ !ÎÄ ÉÔȭÓ -ÁÊÏÒ !ØÉÓ ,ÉÎÅ 

 
In terms of the m() function, it can be shown that: 

 
 The extractContourInfo() method shown below uses 
spatiÁÌ ÍÏÍÅÎÔÓ ÔÏ ÏÂÔÁÉÎ ÔÈÅ ÃÏÎÔÏÕÒȭÓ ÃÅÎÔÒÏÉÄȟ ÁÎÄ 
cvGetCentralMoment() to calculate the major axis angle 
according to the above equation; these results are stored in 
the globals cogPt and contourAxisAngle for use later. 
 Identifying the fingertips is carried out in the first 
row of Figure 3; in the code, a convex hull is wrapped around 
the contour by JavaCV's cvConvexHull2() and this polygon is 
compared to the contour by cvConvexityDefects() to find its 
defects.  Hull creation and defect analysis are speeded up by 
utilizing a low-polygon approximation of the contour rather 
than the original. The fingertips are stored in a tipPts[] array, 
the finger folds (the indentations between the fingers) in 
foldPts[], and their depths in depths[]. 
 

 
             Figure 4.1(a):- Finguretips, Folds, Depth 
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As Figure 4.1(a) suggests, the analysis often generates too 
many defects, and so reduceTips() is called at the end of 
findFingerTips(). It applies two simple tests to filter out 
defects that are unlikely to be fingertips ɀ it discards points 
with shallow defect depths, and coordinates with too great 
an angle between their neighboring fold points. Examples of 
both are shown in Figure 4.1(b). 
 

 
Figure 4.1(b):- Shallow Depths And Wide Angles 

 

 nameFingers() uses the list of fingertip coordinates, 
and the contour's COG and axis angle to label the fingers in 
two steps. First, it calls labelThumbIndex() to label the 
thumb and index finger based on their likely angles relative 
to the COG, assuming that they are on the left side of the 
hand. nameFingers() attempts to label the other fingers in 
labelUnknowns(), based on their known order relative to the 
thumb and index finger. One of the possible finger names is 
UNKNOWN, which is used to label all the fingertips prior to 
the calls to the naming methods. labelThumbIndex() 
attempts to label the thumb and index fingers based on the 
angle ranges illustrated in Figure 4.1(c). 
 

 
Figure 4.1(c):- Angle Ranges For The Thumb And Index Fingers 

 

 The index finger can turn between 60 and 120 
degrees around the COG, while the thumb can move between 
120 and 200 degrees. We arrived at these angles through 
trial-and-error, and they assume that the hand is orientated 
straight up. 
 labelThumbIndex() also assumes that the thumb 
and index fingers will most likely be stored at the end of the 

fingerTips list, since the contour hull was built in a counter-
clockwise order. It therefore increases its chances of 
matching against the right defects by iterating backwards 
through the list. 
 labelUnknowns() is passed a list of finger names 
which hopefully contains THUMB and INDEX at certain 
positions and UNKNOWNs everywhere else. Using a named 
finger as a starting point, the UNKNOWNs are changed to 
finger names based on their ordering in the FingerName 
enumeration. 
 labelPrev() and labelFwd() differ only in the 
direction they move through the list of names. labelPrev() 
moves backwards trying to change UNKNOWNS to named 
fingers, but only if the name hasn't already been assigned to 
the list. 
 The analysis performed by update() will result in a 
list of fingertip points (in the fingerTips global), an 
associated list of named fingers (in namedFingers), and a 
contour COG and axis angle. All of these, apart from the 
angle, are utilized by draw() to add named finger labels to 
the webcam image, as shown in Figure 4.1(d) below, 
 

 
Figure4.1(d):- Named Fingers And Unknown 

  

4.2. Application Control 
 
 Once the hand detection is completed we move 
towards the applications control part, that means event 
handling as per the hand gestures. We set some hand gesture 
for controlling multimedia applications such as Power Point 
Presentation, PDF Reader, and Windows Media Player etc. 
These hand gestures perform the operations like next, 
previous, play and pause of multimedia applications. The 
number of active fingers recognized by webcam and 
performs the respective operations. 
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  Figure 4.2:- Hand Gestures 

 
   As shown in figure 4.2 gestures are set for previous, 
next, play and pause. The figure 4.2(a) for previous 
operation, figure 4.2(b) for next operation and figure 4.2(c) 
for play and pause both operations. These hand gestures are 
detected by webcam then we set the commands of keyboard 
for controlling operations to the hand gesture through the 
robot class of java.  
 

 
Figure 4.2(A):- Application Control 

 
  The hand gesture is recognized using the number of 
active fingers. Each hand gesture is mapped to a particular 
action as mentioned above. The actions are performed by 
using OpenCV functions. These functions and commands 
control the above mentioned multimedia applications. We 
have implemented this system only for the windows 
applications.  

 
4.3 Performance Analysis & Results 
  
 For the accuracy of hand detection we are using the 
red colour gloves. If distance between camera and user is 
below 2 meters then the application run successfully with 
accurate results. If distance between camera and user is in 
between 2 to 4  meters then the application run partially. If 

distance between camera and user is in 4 meters then the 
hand gesture cannot detect by webcam and the application 
cannot run properly. 

 
a)  Power Point Presentation 
  
 In this we open the Power Point file manually from 
system. Through hand gesture we perform the applications 
as follows: 
 
              

              

 
This gesture is used for previous 
operation. After recognizing this 
gesture the current slide moves 
to previous slide. 

                

 
This gesture is used for next 
operation. After recognizing this 
gesture the current slide moves 
to next slide. 

               

 
This gesture is used for start and 
returns back from slideshow i.e. 
after recognizing this gesture the 
slideshow is started and return 
back to application. 

 

b) Windows Multimedia Player  
  
 The windows media is open through hand gesture 
application. We have to create playlist of songs and then 
start the application. The application performed the 
operations as follows: 
 
              

              

 
This gesture is used for previous 
operation. After recognizing this 
gesture the current song moves 
to previous song in playlist. 

                

 
This gesture is used for next 
operation. After recognizing this 
gesture the current song moves 
to next song in playlist. 

               

 
This gesture is used for play and 
pause operation. After 
recognizing this gesture if the 
song is in pause mode it goes to 
play mode and if the song is in 
play mode is goes to the pause 
mode. 
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c) PDF Reader 
  
 After launching the PDF reader application we have 
to manually select PDF file from system. Then we perform 
operations as follows: 
 
              

              

 
This gesture is used for page up 
operation. After recognizing this 
gesture the page up i.e., the 
previous page turns over. 

                

 
This gesture is used for page down 
operation. After recognizing this 
gesture the page down i.e., the 
next page turns over. 
 

 
 

5. Limitations 
 
¶ The proposed system is only applicable to windows 

applications. 
¶ For hand detection, the white background is 

required. 
 

6. Conclusion 
 
 The proposed system is used to control the multiple 
applications like PDF reader, multimedia player and power 
point presentation by avoiding the physical interfaces like 
mouse and keyboard. By using the gesture as commands any 
one can use the system to operate different applications. In 
some previously implemented system the costly 3-D sensors 
like kinect are used for gesture recognition. To reduce the 
cost we are using simple web camera. The separate training 
set is not require to recognize the gestures, so there is no 
need to maintain any database for storing the frames of 
images. Our focus of future work is on the extending the 
gestures for the gaming and voice for mute applications. 
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