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Abstract-In this paper a new speaker verification method 

is proposed. Speaker Verification for various speakers has 
been done and the output for feature extraction like pitch 
extraction, formant extraction and generation of code 
vectors has been presented. The speech signal is acquired by 
using microphone from various speakers. The pitch and 
formant extraction is done using two windowing techniques 
such as Hanning window and Hamming window. Hanning 
window gives better pitch extraction compared to Hamming 
window. This method serves as an efficient method for the 
speaker verification as a biometric system. 
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1.INTRODUCTION 

 
Biometrics refers to the identification of humans by their 
characteristics or traits. Biometrics is also used in 
computer science as a form of identification and access 
control. It is also used to identify individuals in groups 
under surveillance. There are two distinct phases for the 
operation of speaker verification system: (a) an enrollment 
phase and (b) a verification phase. Before computing 
features from the speech signal, the speech signal is first 
digitized ,sampled and filtered. The next step in the 
enrollment phase is to train a speaker specific statistical 
model. During the verification phase an unknown 
utterance is authenticated against the trained speaker and 
background statistical model. The scores generated by 
both the models are normalized and integrated for the 
entire utterance before an acceptance or a rejection 
decision is made [1]. 
 

2. SPEAKER VERIFICATION SYSTEM 
 
Speaker verification is one of the biometric systems used 
to identify the person by using his speech (voice) signal in 
a group. There are several possible applications in Security 
and Identification systems. Nowadays, biometrics is being 
used extensively in security purposes. Unlike the other 
biometric systems, speaker recognition does not need any 
direct physical contact to the system. Speaker recognition 
is a biometric system that provides positive verification of 
identity from individual’s voice characteristics. 
 

2.1 Features of speech signal 
 
The physiological component of speaker verification is 
related to the physical shape of an individual’s vocal track, 
that consists of an airway and the soft tissue cavities from 
vocal sounds originate. To produce speech, these 
components work in combination with the physical 
movement of the jaws, tongue and larynx and resonances 
in the nasal passages. The acoustic patterns of speech 
come from the physical characteristics of the airways. 
Motion of the mouth and pronunciations are the 
behavioral components of this system [2]. The speaker 
verification system analyzes the frequency content of the 
speech and compares characteristics such as the total 
energy, low-medium-high frequency energy, formant 
transitions, voicing detection, most prominent peak 
frequency, quality, duration, intensity dynamics and pitch 
of the signal. Here in this proposed work, the vocal track 
parameters such as pitch contour, formant frequencies and 
the prediction coefficients are concentrated. 
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2.1.1 Formant 

 
Formants are defined as 'the spectral peaks of the sound 
spectrum of the voice'. It is the concentration of acoustic 
energy around a particular frequency in the speech wave 
[3]. There are several formants, each at a different 
frequency, roughly one in each 1000Hz band. In speech 
science and phonetics, formant is also used to mean an 
acoustic resonance of the human vocal tract. Formant 
frequencies can be extracted by using voice signal analysis. 
There are 7 formant frequencies available in the speech 
signal ranging from F1 to F7.  Formant frequencies F1 to 
F3 contain phonetic contents and F4 to F7 contain 
behavioral contents. . The extraction is done for 15 
speakers and the sentence used is “The Cat Sat”. The block 
diagram for formant extraction using LabVIEW platform is 
shown in the Figure 1 

 

Figure-1 VI Block diagram of formant extraction 

2.1.2 Pitch 
 
Pitch, in speech, is the relative highness or lowness of a 
tone as perceived by the ear, that depends on the number 
of vibrations per second produced by the vocal cords. Pitch 
is the main acoustic correlate of tone and intonation [3]. 
The pitch contours are extracted using voice signal 
analysis. The extraction is done for 15 speakers and the 
sentence used is “The Cat Sat”. The block diagram for pitch 
extraction using LabVIEW platform is shown in the Figure 
2. 

 

Figure-2 VI Block diagram of pitch extraction 

 

2.2 Vector quantization 
 
Vector Quantization (VQ) is a process of mapping vectors 
of a large vector space to a finite number of regions in that 
space. Each region is called a cluster and is represented by 
its centre (called a centroid). A collection of all the 
centroids makes up a codebook. The amount of data is 
significantly less, since the number of centroids is at least 
ten times smaller than the number of vectors in the 
original sample. This will reduce the amount of 
computations needed for comparison in later stages. Even 
though the codebook is smaller than the original sample, it 
still accurately represents a person’s voice characteristics. 
The only difference is that there will be some spectral 
distortion [2].  
In an earlier feature extraction stage, the LPC cepstrum is 
calculated and the entire speech signal is represented as 
the LPC to cepstrum parameters and a large sample of 
these parameters are generated as the training vectors. 
During the training process of Vector Quantization, a 
codebook is obtained from these sets of training vectors. 
These training vectors are actually compressed to reduce 
the storage requirement. An element in a finite set of 
spectra in a codebook is called a codevector. Hence, data 
compression of speech is accomplished by Vector 
Quantization in the training phase. The speaker 
verification is done in testing phase by calculating the 
minimum Euclidian distance between the codes generated 
by the input speech signals and that of the stored 
codevectors. 
 

3.RESULTS AND DISCUSSION 
 
3.1  Formant extraction in speech signal 

  
In this section the input speech signal is loaded into the 
voice signal analysis.vi and the formant frequencies are 
extracted and stored in the excel file which can be used for 
the future analysis. The sentence spoken by the speakers is 
“The cat sat” since here the phoneme “ah” is pronounced 
clearly by everyone. 15 speakers are trained here. The 
signal is allowed to pass through the sliding window of 
duration 25ms and the Hanning and Hamming windowing 
techniques are used here, since both give better results for 
speech signal.  
 

3.1.1 Formant extraction using Hanning 
window and Hamming window 
  
The formant frequencies are extracted by using Hanning 
window. Since the human speech varies from 55 Hz to 
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1000 Hz, the lower cutoff frequency is chosen as 1000 Hz. 
To get better pitch extraction, the all pole autoregressive 
model is having the order of 20. The window length of 
20ms to 30ms is enough for text dependent speaker 
verification system. To get formant frequencies upto F4 
the length is set as 25ms. Figures 3 and 4 shows the 
Formant extraction and Formant comparison using 
Hanning window. Figure 5 and 6 shows the Formant 
extraction and Formant comparison  using Hamming 
window. The speaker’s speech signal is sampled at 8000 
Hz.  

 

Figure-3 Formant extraction using Hanning window 

 
 

 
Figure-4 Formant comparison for various speakers using 
Hanning window 

 
 

 
Figure-5 Formant extraction using Hamming window 

 

 
Figure-6 Formant comparison for various speakers using 
Hamming window 
 

 
3.2 Pitch extraction in speech signal 

 
In this section the input speech signal is loaded into the 
voice signal analysis.vi and the pitch is extracted and 
stored in the excel file which can be used for the future 
analysis. The sentence spoken by the speakers is “The cat 
sat”, since here the phoneme “ah” is pronounced clearly by 
every one. There are 15 speakers used here. The signal is 
allowed to pass through the sliding window of duration 
25ms and the windowing technique used here are Hanning 
and Hamming windows, since both give better results for 
speech signal. 
 

 3.2.1 Pitch extraction using Hanning window 
and Hamming window 

  
The formant frequencies are extracted by using Hanning 
window. The lower cutoff frequency is chosen as 1000 Hz. 
To get better pitch extraction the all pole autoregressive 
model is having the order of 20. The window length used 
here is 25ms. Figures 7 and 8 shows the extraction of pitch 
contour using Hanning window and Hamming window. 
Figures 9 and 10 shows the comparison of pitch for 
various speakers using Hanning window and Hamming 
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window. The speaker’s speech signal is sampled at 8000 

Hz.  
 

 
Figure-7 Pitch extraction using Hanning window 

 

 
Figure-8 Pitch extraction using Hamming window 

 
 

 
Figure-9 Pitch comparison for various speakers using 
Hanning window 

 

 

Figure-10 Pitch comparison for various speakers using 
Hamming window 
 
Pitch and formants extraction using Hanning window 
yields better details than Hamming window. Also, the 
number of formant frequencies and pitch contours 
obtained are more in Hanning window, when compared to 
the Hamming window. 
 

3.3 Generating Code vectors using Vector 
quantization 
  
For resizing the filter coefficients, Vector Quantization is 
used and it generates the code vectors and stores these 
speaker models in the vector space based upon the 
centroids generated by the code vectors.  
Figure 11 shows the MATLAB output window which 
contains the generated code vectors. Figure 12 shows the  
codes generated for single speaker after vector 
quantization. 
 

 
Figure-11 Output window containing generated code 
vectors 
 

 
Figure-12 Generated codes for single user using vector 
quantization 
 

3.4 Speaker Verification during testing phase 
 
During training phase the code vectors are stored in the 
vector space. The codes generated during the testing phase 
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are also located in the same vector space based on the 
centroid values generated. Now speaker verification is 
done by comparing the minimum Euclidean distance 
between the two code vectors. Here the analysis is shown 
for five speakers. Figure 13 shows the output of the 
speaker verification system. 
 

 
Figure-13 Output of the Speaker Verification system 

 

4. CONCLUSION 
 
Speaker Verification for various speakers has been done 
and the outputs for feature extraction like pitch extraction, 
formant extraction and generation of code vectors are 
obtained. The speech signal is acquired by using 
microphone from various speakers. The pitch and formant 
extraction is done using two windowing techniques and 
the Hanning window gives better pitch extraction. The 
Speaker Verification done by Vector Quantization 
performs better. The future work includes: increasing the 
robustness of the system; recognizing the speaker by 
identifying the unauthorized speakers. This speaker 
verification approach is efficient for biometric systems. 
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