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Abstract – In the past few years, the fuzzy controller together with its advantages has been widely applied in the automatic control systems. The effectiveness of the fuzzy controller mainly depends on the rule set. Therefore, it is particularly important to gain a proper and optimal rule set. Generally, the rule set is gathered from many different sources of knowledge and mostly depends on expert experience. In this paper, we present a study of searching linguistic rule set with the approaching of hedge algebra that is combined with genetic algorithms. A fuzzy controller using hedge algebra approach based on rule set found will be designed and optimized parameters in order to replace the classic PI controller. The input of the search algorithm is the working dataset of PI controller for DC-motor, the output is the qualitatively linguistic law set. It can be seen in the simulation, the controller based on hedge algebra with the optimal parameters proved its superiority in the comparison to PI controller in some criteria such as response time, time set, and overshoot.
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1. INTRODUCTION

As we know that in the automatic control system, it is control quality of the system that depends on the controller. Classic PID controller has advantages and is widely used in industry because of its simplicity. Different methods in calculating the coefficients KP, KI, KD for the controller can be used. However, there is a lack of flexibility of the PID controller because the coefficients KP, KI, KD are unchangeable during the system work process. This is a drawback of the PID controller, especially for nonlinear systems. To remedy this, in many scientific projects proposed alternatives such as using fuzzy system to adjust the coefficients Kp, Ki, Kd [1]; use the smart controller through fuzzy logic [2], neural networks [3] or access of hedge algebra (HA – Hedge Algebras) [4] – [8]. The fuzzy controller has been studied and widely applied in many automatic control systems and often brings a better control quality than classic PID controller due to its adaptation to the system. Fuzzy controller is capable of handling uncertain and unclear signals. Besides, we can design a fuzzy controller without knowing the mathematical model of the object [4] – [8].

HA theory was developed and is considered as a tool to calculate the value of the variable semantic language [9] - [11]. According to BP, we can model the system language laws (LRBS - Linguistic Rule Base System) based on the semantics of the language value. Using quantitative semantic content (SQMs - quantifying Semantically Mapping) to quantify the value of the semantic value of language and ensure the order based on their semantics, each fuzzy rules will be moved to a point in "super face" real. It can be considered "hypersurface" as appropriate mathematical models of control knowledge for LRBS original performances. Then, this approximation methodology in control is passed to an interpolation method on a “hypersurface” real.

An important issue in designing a fuzzy controller that is using the control law set. Control law sets are usually built based on intellectual and professional knowledge and experience of the operator and the designer of the controller. A law set has been built; however, its correctness, completeness, consistency and accuracy is not high. Therefore, using this law set lead to the control quality which is not good. The method of evaluation and assessment of knowledge in this case should be used to get a better rule set. However, It can’t be denied that the evaluation and assessment of knowledge is a large and complex problem [12] – [15].

The paper proposed that we should use search algorithms fuzzy control rule set with HA's approach combined with genetic algorithm (GA - Genetic Algorithm) [16]. From the control system for DC-motor object with classic PI controller, we observe a working data set (big enough), it includes samples of input and output data of the controller, proceed exploring and find out the rule set of
the controller. In principle, this rule set is to ensure the correctness, completeness, accuracy and consistency of the set. The fuzzy controller works with this law can give us the quality control that is not higher than it for PI controller, but it has its advantages as outlined above. Next, we conducted to optimize fuzzy parameters of HA by GA to achieve a better control quality.

Through the evaluation of control quality, it can be shown that the rule set was received by exploring rule set based on a data set of system work and it is an useful law set, ensure the correctness, completeness, consistency and correct for the controller to access HA.

2. CONTROLLER BASED ON HEDGE ALGEBRA

2.1 Hedge Algebras

Suppose that there is a set of linguistic values of any linguistic variable that includes: ...

These linguistic values appear in the language rules (LRB - Linguistic Rule Base) of approximately reasoning problems based on knowledge. So it is necessary to have a strict computing architecture which preserves order relation of the inherent linguistic value. Since then the semantic relationship of the linguistic value in the rules can be calculated.

HA [9], [10] is a mathematical structure which has the order of collection of linguistic items, the order relationship is defined by the semantics of the linguistic items from this collection. The quantification of semantics value of linguistic items through Semantically Quantifying Mappings - SQMs allows performing a full description and showing rule set model and approximate inference process of inference in a logical and coherent way. In this section, we present briefly some basics about HA and its application in control [4] – [8].

Define 1 [9]: Hedge Algebra of the linguistic variable X can be represented as an algebraic structure which, the set of 5 components $\mathbb{A}X = \{X, G, C, H, \leq\}$. X is a set of items in X; $\leq$ denotes the naturally semantic order relationships of the items in X; $G = [c^-; c^+]$, $c^- \leq c^+$, called the generating elements; $C = \{0, W, 1\}$ is the set of constants, with the range $0 \leq c^- \leq W \leq c^+ \leq 1$, to indicate the elements that has the smallest, largest, and neutral elements. The set of hedges $H = H^- \cup H^+$, with $H^- = \{h_i; -1 \leq i \leq -q\}$ is the set of positive hedges, $H^+ = \{h_j; 1 \leq j \leq p\}$ is the positive hedges.

It can be seen that the set $X$ consists of linguistic items which has the order of the linguistic variable $X$ which is generated by the impact of hedges $h \in H$ on the generating elements $c \in G$, as $H(G)$ $H(G)$ and the elements in $C$. $X = H(G) \cup C$. The components in $\mathbb{A}X$ has some following properties:

- $\forall h \in H^+, x \in X: h_x \leq x \lor h_x \geq x$.
- $\forall h \in H, h = x$ then $h$ is the permanent element. We have $H(x) = \{x \in C\}$.
- $\forall h \in H^-$ then $h_x \leq c^+, h_x \geq c^-$; $\forall h \in H^+$ then $h_x \geq c^+, h_x \leq c^-$.
- $h \in H^+, h \geq k \Rightarrow h \geq k + c$ (or $h \leq k - c$).
- $h \in H^-, h \geq k \Rightarrow h \geq k + c$ (or $h \leq k - c$).
- $h, k \in H, x \in X, h$ is positive for $k$ if $h_x < k_x < x$ (or $x < k_x < h_x$), $h$ is negative for $k$ if $k_x < h_x < x$ (or $x < h_x < k_x$).

From the above characteristics, we can define a function $s gn$ as follows:

Define 2 [9]: $s gn: X \rightarrow \{-1, 0, 1\}$. With $k, h \in H, c \in G, x \in X$:

1) $sgn(c^+) = +1$ and $sgn(c^-) = -1$
2) $(h \in H^+) [sgn(h) = +1]$ and $(h \in H^-) [sgn(h) = -1]$
3) $sgn(h_x^+) = +sgn(c^+)$ if $h \geq c^+$ or $sgn(h_x^-) = +sgn(c^-)$ if $h \leq c^-$ and $sgn(h_x^+) = -sgn(c^-)$ if $h \leq c^+$ or $sgn(h_x^-) = -sgn(c^+)$ if $h \geq c^-$. or $sgn(h_x) = s gn(h) s gn(c)$.
4) $sgn(h x) = +sgn(h, x)$ if $k$ is positive for $h$ $sgn(k, h) = +1$ and $sgn(h x) = -sgn(h, x)$ if $k$ is negative for $h$ $sgn(k, h) = -1$.
5) $sgn(h x) = 0$ if $k x = h x$.

Fuzzy measurement of a concept $x \in X$ is measured equal to the radius of the set $H(x)$, denoted as $fm(x)$ and can be calculated recursively from the fuzzy measurement of the generating elements $f m(c^+), f m(c^-)$ and the fuzzy measurement of the hedges $\mu(h), h \in H$, called the fuzzy parameters of X. $f m(x)$ which is defined recursively as follows:

Define 3 [9]: $f m: X \rightarrow [0, 1] x \in X$ where:

1) $f m(c^+) = f m(c^-) = 1 + \Sigma_{h \in H} f m(h x) = f m(x) \forall x \in X$ (1)
2) $f m(x) = 0$ with $f m(0) = f m(W) = f m(1) = 0$ (2)
3) $f m(x) = f m(h x) = f m(h) \land f m(c)$

This paper does not depend on $x, y$ and it characterizes the fuzzy measurement of the hedge $h$, denoted as $\mu(h)$. With $x \in X, x = h_1, h_{n-1}, \ldots, h_n, c, h_j \in H, c \in G$. We have the characteristics of $f m(x)$ and $\mu(h)$ as follows:

1) $f m(h x) = \mu(h) f m(x)$
2) $\Sigma_{c \in C, p \in p, x = 0} f m(h_j c) = f m(c)$
3) $\Sigma_{c \in C, p \in p, x = 1} f m(h_j x) = f m(x)$
Define 4 [9]: $v: X \rightarrow [0, 1]$ 

1) $v(0) = \theta = fm(c^-)$ 

2) $v(c^-) = \theta - \alpha fm(c^-) = \beta fm(c^-)$ 

3) $v(c^+) = \theta + \alpha fm(c^+) = 1 - \beta fm(c^-)$

\[ v(h_j; x) = v(x) + sgn(h_j; x) \left( \sum_{i=1}^{8} \mu(h_i; x) \right) - \frac{\beta}{2} \left[ 1 + sgn(h_j; x) \right] j \in \{-q, p\}$ 

4) $\omega(h_j; x) = fm(h_j; x)$

Where: 

\[ \omega(h_j; x) = \frac{1}{2} \left[ 1 + sgn(h_j; x) \right] \beta - q \]$ 

2.1 Application of Hedge Algebras in control

Considering the fuzzy model given as LRBS:

\[ R1: if \ X_1 = A_1 \ and \ X_2 = A_2 \ and \ ... \ and \ X_n = A_m \ then \ Y \ in \ B_1 \]

\[ R2: if \ X_1 = A_1 \ and \ X_2 = A_2 \ and \ ... \ and \ X_n = A_m \ then \ Y \ in \ B_2 \]

... 

\[ Rn: if \ X_1 = A_1 \ and \ X_2 = A_2 \ and \ ... \ and \ X_n = A_m \ then \ Y \ in \ B_n \]

With $X_1, X_2, ..., X_m$ are linguistic variables, each $X_i$ belongs to background space $U_i$ and linguistic variable $Y$ belongs to the background space $V$. $A_{ij}$, $B_i$ ($i = 1 ... n, j = 1 ... m$) are the values of corresponding background space. With every rule "If ... then" we can determine one "fuzzy point" in the space $Dom(X_1) \times Dom(X_2) \times ... \times Dom(X_m) \times Dom(Y)$. There, (12) can be seen as a "hypersurface" $S_{\text{real}}^{m+1}$ in this space. 

According to the theoretical approach HA, HA structure is built for linguistic variables using SQMs function to convert each above fuzzy point into one real point in semantic space $[0, 1]^{m+1}$. Meanwhile, (12) are respectively represented as a real "hypersurface" $S_{\text{real}}^{m+1}$. The "hypersurface" $S_{\text{real}}^{m+1}$ can be seen as a mathematical representation of LRBS which each fuzzy concept (linguistic value) of the fuzzy valuables (linguistic variables) are quantified value their semantics (QRBS - Quantified Rule Base System). Then, (12) are respectively represented as a "super side" really $S_{\text{real}}^{m+1}$ as a mathematical representation of each concept LRBS fuzzy (linguistic values) of fuzzy variables (linguistic variables) were quantified value their semantics (QRBS - Quantified Rule Base System).

Considering the inputs which belong to corresponding background space are the input values of the controller $x_{01}, x_{02}, ..., x_{0m}$, using normalization for those values to the domain of values of HA we have $x_{01}, x_{02}, ..., x_{0m}$, respectively. After carrying out the problem of approximation inference by interpolation method on $S_{\text{real}}^{m+1}$, we received the interpolation value in the range $[0, 1]$ as semantically quantifying value of output linguistic variable $Y$ which is converted to real variable domain (background space of variable $Y$) of the control value at the output by the denormalization.

Model of the controller based on HA approaching is described as in Fig. 1

**Fig. 1: The diagram of the controller based on HA approaching**

- LRBS: Linguistic rule based system of the controller.
- QRBS: Quantifying rule based system of linguistic values which is computed by mapping function SQM ($S_{\text{real}}^{m+1}$).
- Normalization: standardize values of the variables in the semantic domain.
- IRMd (Interpolation Reasoning Method): Interpolation on the "hypersurface" $S_{\text{real}}^{m+1}$.
- Denormalization: convert semantic control value to the domain of variable real value of the output variable.

Steps of designing the controller based on hedge algebra as follows:

**Step 1:** Design $AX_i$ ($i = 1 ... m$) and $AY$ for the variables $X_j$ and $Y$.

**Step 2:** Determine the control rule set with linguistic items in HA.

**Step 3:** Compute the semantically quantifying value for the linguistic labels in the rule set. Build the "hypersurface" $S_{\text{real}}^{m+1}$ for approximation inference.

**Step 4:** Select interpolation method on the "hypersurface" $S_{\text{real}}^{m+1}$ for approximation inference.

3. PI CONTROLLER FOR DC-MOTOR
In this paper, we study a typical control system that is DC-motor, described in Fig -2. The speed controllers and current selected are PI-controllers.

![Diagram for control system DC-motor](image)

**Fig -2: Diagram for control system DC-motor**

State equation of the given system:

\[
\frac{d}{dt} [x(t)] = \left[ \begin{array}{c} 0 \\ \frac{1}{J} \\ \frac{1}{T_m} \end{array} \right] [x(t)] + \left[ \begin{array}{c} 0 \\ \frac{1}{T_m} \end{array} \right] u(t)
\]

(13)

Where: \( x(1) = \omega(t) \) và \( x(2) = \dot{\omega}(t) \). \( J, T_m, k_m, k_e \) are the parameters of the system (see Appendix A).

The objective of this study aims at finding a good LRBS enough to build fuzzy controller based on accessing HA (HA-speed controller) with the input components are \( e \) (error) và \( ce \) (change error) to replace for PI-speed controller. In order to do this, first we simulate the system on Matlab / Simulink. Simultaneously, we observe the model of input data \( e_{p1}, \dot{e}_{p1} \) and outputs \( u_{p1} \) of the PI-speed controller when changing on a wide range \( \omega_r \) and save the data model into a data base to be used for search algorithms of rule set. Some simulation data samples are obtained as in Table -1.

<table>
<thead>
<tr>
<th>( N_o )</th>
<th>( e_{p1} )</th>
<th>( \dot{e}_{p1} )</th>
<th>( u_{p1} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.9424</td>
<td>120.8860</td>
<td>10.6888</td>
</tr>
<tr>
<td>2</td>
<td>0.9579</td>
<td>136.4032</td>
<td>11.0060</td>
</tr>
<tr>
<td>3</td>
<td>0.9733</td>
<td>136.2810</td>
<td>11.3400</td>
</tr>
<tr>
<td>4</td>
<td>0.9883</td>
<td>135.9072</td>
<td>11.6854</td>
</tr>
<tr>
<td>5</td>
<td>1.0026</td>
<td>135.2069</td>
<td>12.0351</td>
</tr>
</tbody>
</table>

The variability of the simulation data sample are corresponding inputs \( e_{p1}, \dot{e}_{p1} \) and outputs \( u_{p1} \) are shown in Fig -3.

![Input and output of PI-speed controller](image)

**Fig -3: Input and output of PI-speed controller**

4. FIND THE RULE BASE FOR HA-SPEED CONTROLLER WITH GA

4.1 Design the HA-speed controller

HA-speed controller replacing PI-speed controller of a closed-loop control system (see Fig -2) is designed with two inputs and one output. The inputs include the information of control error \( e \) and the variable speed of the control error. Output is the quantity that controls \( u \).

The input linguistic variables, denoted as \( Le, Lce \) (corresponding to the real variable \( e, ce \)) include 5 linguistic value. Output linguistic variable is \( Lu \) (corresponding to the real variable \( u \)) contains 7 linguistic values. The linguistic values are orderly arranged by their semantics as follows:

\[
Le, Lce: VN < LN < ZE < LP < VP
\]

\[
Lu: VN < N < LN < ZE < LP < P < VP
\]

Note: \( ZE = W \)

**Step 1:** Design HA for the variables \( Le, Lce \) and \( Lu \)

- HA structure:
  - Set of generating elements:
    \( G = \{ N (\text{Negative}), P (\text{Positive})\} \), \( N < P \)
  - Set of the hedges: \( H^- = \{ L (\text{Little})\} \) and \( H^+ = \{ V (\text{Very})\} \)

- The fuzzy parameters of hedge algebras corresponding to variables includes the fuzzy measurement of the generating elements and its of the hedge measure. According to hedge algebras’ structure for the variable built as above variables, we need to choose the fuzzy measurement of the negative generating elements \( f_m(c^-) = f_m(N) \)

\[
(f_m(c^-) = 1 - f_m(c) = f_m(P) = 1 - f_m(N))
\]

and the fuzzy measurement of the negative hedges \( \alpha = \mu(L) (\beta = \mu(V) = 1 - \alpha) \). Fuzzy parameters for variables are initial selected as the experience in Table -2.

**Table -2: Fuzzy parameters**

<table>
<thead>
<tr>
<th>( Le )</th>
<th>( Lce )</th>
<th>( Lu )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
</tbody>
</table>

- The sign of the generating element, hedge and signal relation between the hedges are determined basing on semantic nature of the linguistic items. For example, we have \( sgn(N) = -1, sgn(P) = 1 \). Besides, it can be seen that \( VN < VN \rightarrow sgn(V) = 1 \)

\[
LVN > VN \rightarrow sgn(L,V) = -1
\]

Considering the other linguistic items as the same way and according to Define 2, we can determine the signal relation as in Table -3.

**Table -3: Signal relation**

<table>
<thead>
<tr>
<th>( V )</th>
<th>( L )</th>
<th>( N )</th>
<th>( P )</th>
</tr>
</thead>
<tbody>
<tr>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
</tr>
</tbody>
</table>
Step 2: Determine the law:
It is control rule set that is the main component we need to search. Based on the sample of working data set of PI-speed controller, optimal search algorithm based on GA will give us the rule set that from the sample of input values, the inference set will calculate the output value with the smallest “error”. Details of the algorithm will be shown in the next section.

Step 3: Compute semantically quantifying values of linguistic items.
With the fuzzy parameters selected as in Table 2 and signal relationship between hedges to one another, between hedges and generating elements in Table 3, apply (8) – (11), we have the semantically quantifying value of linguistic items in the linguistic variables \( L_e, L_c \) and \( L_u \) as follows:

\[
\begin{align*}
\nu_{le,lc,lu}(ZE) &= \nu_{le,lc,lu}(W) = \theta = f_m(c^-) = 0.5 \\
\nu_{le,lc,lu}(NP) &= 0.5 - 0.5 \times 0.5 = 0.25 \\
\nu_{le,lc,lu}(LN) &= \nu_{le,lc,lu}(W) + \text{sgn}(LN) \left\{ f_m(LN) \right\} = 0.25 + \left\{ \left[ 0.5 \times 0.5 \right] - \frac{1}{2} \left[ 1 + 0 \right] \times 0.5 \times 0.5 \right\} = 0.375 \\
\nu_{le,lc,lu}(VN) &= \nu_{le,lc,lu}(NP) + \text{sgn}(VN) \left\{ f_m(VN) \right\} = 0.25 + \left\{ \left[ 0.5 \times 0.5 \right] - \frac{1}{2} \left[ 1 + 0 \right] \times 0.5 \times 0.5 \right\} = 0.125 \\
\nu_{le,lc,lu}(LP) &= \nu_{le,lc,lu}(NP) + \text{sgn}(LP) \left\{ f_m(LP) \right\} = 0.75 + \left\{ \left[ 0.5 \times 0.5 \right] - \frac{1}{2} \left[ 1 + 0 \right] \times 0.5 \times 0.5 \right\} = 0.625 \\
\nu_{le,lc,lu}(VP) &= \nu_{le,lc,lu}(NP) + \text{sgn}(VP) \left\{ f_m(VP) \right\} = 0.75 + \left\{ \left[ 0.5 \times 0.5 \right] - \frac{1}{2} \left[ 1 + 0 \right] \times 0.5 \times 0.5 \right\} = 0.875
\end{align*}
\]

Step 4: Interpolation method selected is linear interpolation.
With the HA-speed controller designed as above, the next step we need to do is to implement algorithm that searches for the right rule set based on GA for controllers to work effectively.

4.2 Find the Rule Base with GA

In the proposed scope of this study, we first need to find a basis rule set according to semantically quantifying value (QRBS, \( S_{QRBS} \)) that is optimal for the control system. Basing on the finding of set QRBS, corresponding to every semantic value, we can identify its linguistic value and build LRBS for the controller.

The linguistic values of the input and output linguistic variables was quantified with semantic value. The construction of a QRBS is the way to choose semantically quantifying value for the cells in the table law from the semantically quantifying value of the output variable \( L_u \).

According to the design with the number of five linguistic values of each input variable and 7 linguistic values of the output variable, our linguistic rule set LR will contain \( 3 \times 5 \times 25 = 375 \) rules. Presenting QRBS as a 25-cell table respectively (see Fig 4). Semantically quantifying value for each cell will include 7 different choices from the set of semantically quantifying value of \( L_u \). The total of options will be \( 7^{25} \). This is a too large search space. Therefore, if we apply the normally exhaustive search algorithm, it is not politically feasible option. (It is difficult to meet the requirements in terms of time). There is an efficient choice that is using optimization algorithms and inheriting the additional information in the searching process. It’s the intelligent optimization algorithms modeled after the biological mechanisms such as GA, swarm optimization algorithm (PSO - Particle Swarm Optimization). In this study, we use GA - one of optimal algorithms which has often been used by the scientists recently.

GA is the optimal search method based on the mechanism of natural selection. It simulates the evolution process including genetics and evolution [17], [18]. Each solution is an individual that is selected so that it can be adaptable for the process of natural selection (in the sense of being the best). The adaptation of each individual is measured through its gene sequence structure. The crossover and mutate method of evolution process are done randomly to exchange information about the gene sequence structure. The adaptation of the individuals in the next generation inherits the information in the past of the previous generation to orient new search point. Through long-term evolution process, the next generation will have a gene sequence structure that is asymptotic to the answer to the problem. Thus, the objective of the GA is just to propose the relatively optimal option, but not exactly optimal one.
Encoding gene (performing options): In Fig. 4, it can be found that QRBS corresponds to a “reticulated” \( S_{T_{AAI}} \). Each point \( u_{VA}(x), v_{VA}(x), v_{IA}(x) \) on “reticulated” is defined by (from) a linguistic rule which their coordinate components are computed based on SQMs. Thus, for each semantic rule which has the identified inputs (including \( v_{VA}(x) \) and \( v_{IA}(x) \)) we need to find a component \( v_{IA}(x) \) of the output. An answer to the problem is QRBS in which the cells in the table are all selected. Presenting QRBS as a tabular matrix, including 25 cells and 7-element array \( L_u \). Thus, with each QRBS \([i,j]\) it is necessary to choose an index \( l \) to gain \( QRBS[i,j] = L_u[l] \).

According to the GA implementation proposal by Holland [17], we have chosen binary encoding to the solution (plan) to be searched. \( QRBS \) is encoded by a chromosome as a binary string of 25 gene segments, each gene segment has the length of 3-bits encoded for index \( l \) that is needed to find (see Fig. 5). The total length of the chromosomes will be \( 25 \times 3 = 75 \). The gene fragment with number \((i−1)\ast5 + j\) will determine the index \( l: QRBS[i,j] = L_u[l] \).

<table>
<thead>
<tr>
<th>110</th>
<th>101</th>
<th>…</th>
<th>011</th>
<th>…</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td></td>
<td>((i−1)\ast5 + j)</td>
<td>25</td>
<td></td>
</tr>
</tbody>
</table>

**Fig. 5:** gen structure

The implementation of the searching algorithm according to GA can be described as follows:

\[
\text{find_QRBS(data_set)}\{
\text{input:} \text{the working data set of PI-speed controller output:} \text{Quantified Rule Base System method:} \left\{
\begin{align*}
\text{Step 1:} & <\text{initialize population}>; \\
\text{Step 2:} & while (\text{repeat condition})\{ \\
& <\text{evaluate fitness}>; // \text{calculate fitness()} \\
& <\text{selection}>; // \text{selection} \\
& <\text{crossover}>; // \text{crossover} \\
& <\text{mutate}>; // \text{mutate} \\
\} \\
\text{Step 3:} & \text{output result} \\
\right\}
\]

5. OPTIMIZING FUZZY PARAMETERS HA-SPEED CONTROLLER

The fuzzy controller according to HA approach is built in the model of MISO (Multi Input - Single Output) with 2 input linguistic variables which are \( Le, Lce \) and an output linguistic variable that is \( Lu \). The HAs for 3 above linguistic variables are selected with the structures in which they include 2 generating elements and 2 hedges as follows:

- The set of generating elements: \( G = \{N, P\}, N < P \)
- The set of hedges: \( H^- = \{L\} \) and \( H^+ = \{V\} \)

Depending on the deviation degree of the component \( e \) compared to the value Zero and its deviation variation \( ce \), the controller can compute the suitable output value \( u \). Therefore, it is necessary to choose semantically quantifying value of the element Zero \( v(ZE) = v(W) = fm(N) = 0.5 \). Because there is only one negative element in the structure of the \( H^- = \{L\} \) and a positive hedge \( H^+ = \{V\} \), we just need to optimize fuzzy parameter \( \alpha = \mu(L) \) \( (\beta = \mu(V) = 1 - \alpha) \). Thus, three parameters of HAs for the input/ output linguistic variables should be optimized.

The objective function optimizing fuzzy parameters is minimizing control deviation component of the control deviation \( e \). Computable formula is defined as follows:

\[
\text{fitness}_e = \max \left( \frac{1}{1 + \sqrt[3]{ \sum_{k=1}^{n} e(k)^2 } } \right) \quad (15)
\]

Where:
\( e(k) = \omega_r (k) - \omega (k) \) is the deviation data sample during the simulative circle \( k \) in order.
\( \omega_r (k) \) is the value of the reference speed at the input.
\(\omega(k)\) is the value of the speed response to DC-motor. 
\(n\) is the total of data samples of a simulation.

6. RESULT

Performing findQRBS() with the parameter settings including: generation number = 2,000; popsize = 200; Crossover probability Pc = 0.75%; Mutate probability Pm = 0.01%; we get the results shown in Table 4, and objective function (14) that reaches the value: 
\[fitness_{QRBS} = 0.0658\]

Table 4: Result of QRBS

<table>
<thead>
<tr>
<th>(\text{Le} )</th>
<th>(\text{Lce} )</th>
<th>(\text{L} )</th>
<th>(\text{Z} )</th>
<th>(\text{P} )</th>
<th>(\text{V} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.125</td>
<td>0.125</td>
<td>0.125</td>
<td>0.375</td>
<td>0.375</td>
<td>0.125</td>
</tr>
<tr>
<td>0.375</td>
<td>0.125</td>
<td>0.125</td>
<td>0.125</td>
<td>0.500</td>
<td>0.500</td>
</tr>
<tr>
<td>0.500</td>
<td>0.875</td>
<td>0.125</td>
<td>0.500</td>
<td>0.750</td>
<td>0.875</td>
</tr>
<tr>
<td>0.750</td>
<td>0.500</td>
<td>0.375</td>
<td>0.875</td>
<td>0.875</td>
<td>0.875</td>
</tr>
</tbody>
</table>

According to the QRBS received as shown in Table 4 and semantically quantifying value of the cells in the table, we can infer the corresponding linguistic rule set as shown in the below Table 5.

Table 5: Results of QRBS

<table>
<thead>
<tr>
<th>(\text{Le} )</th>
<th>(\text{Lce} )</th>
<th>(\text{VN} )</th>
<th>(\text{LN} )</th>
<th>(\text{ZE} )</th>
<th>(\text{LP} )</th>
<th>(\text{VP} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\text{VN} )</td>
<td>(\text{VN} )</td>
<td>(\text{VN} )</td>
<td>(\text{VP} )</td>
<td>(\text{LN} )</td>
<td>(\text{VN} )</td>
<td></td>
</tr>
<tr>
<td>(\text{LN} )</td>
<td>(\text{VN} )</td>
<td>(\text{VN} )</td>
<td>(\text{VP} )</td>
<td>(\text{VP} )</td>
<td>(\text{VP} )</td>
<td></td>
</tr>
<tr>
<td>(\text{ZE} )</td>
<td>(\text{VP} )</td>
<td>(\text{VN} )</td>
<td>(\text{ZE} )</td>
<td>(\text{P} )</td>
<td>(\text{VP} )</td>
<td></td>
</tr>
<tr>
<td>(\text{LP} )</td>
<td>(\text{ZE} )</td>
<td>(\text{LN} )</td>
<td>(\text{VP} )</td>
<td>(\text{VP} )</td>
<td>(\text{VP} )</td>
<td></td>
</tr>
<tr>
<td>(\text{VP} )</td>
<td>(\text{VN} )</td>
<td>(\text{VP} )</td>
<td>(\text{P} )</td>
<td>(\text{VP} )</td>
<td>(\text{VP} )</td>
<td></td>
</tr>
</tbody>
</table>

The rules in Table 5 can be defined as belows:
R1: if \(\text{Le}=\text{VN}\) and \(\text{Lce}=\text{VN}\) then \(\text{Lu}=\text{VN}\)
R2: if \(\text{Le}=\text{VN}\) and \(\text{Lce}=\text{LN}\) then \(\text{Lu}=\text{VN}\)

Having implemented the program of optimizing fuzzy parameters based on GA with the settings: generation number = 1,000; popsize = 100; Crossover probability Pc = 0.75%; Mutate probability Pm = 0.01%, we get the result that is presented in Table 6.

Table 6: Optimal fuzzy parameters

<table>
<thead>
<tr>
<th>(\text{Le} )</th>
<th>(\text{Lce} )</th>
<th>(\text{Lu} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3673</td>
<td>0.6429</td>
<td>0.4631</td>
</tr>
</tbody>
</table>

With set of optimal fuzzy parameters received in Table 6, computing semantically quantifying value for the linguistic items of linguistic variables \(\text{Le}, \text{Lce}\) and \(\text{Lu}\) according to (8) - (11), we obtain \(\text{op}_\text{QRBS}\) as shown in Table 7.

Table 7: Result of opQRBS

<table>
<thead>
<tr>
<th>(\text{Lce} )</th>
<th>(\text{Le} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0638</td>
<td>0.3852</td>
</tr>
</tbody>
</table>

Relationship surface I / O corresponding to the \(\text{op}_\text{QRBS}\) Table 7 is the same with it in Fig. 6.

When we carry out simulating the control system DC-motor in Matlab / Simulink environment with the variable reference value over the time which is set as in Table 8. The load torque is increased in the 6th second.

Table 8: Simulation reference(s)

<table>
<thead>
<tr>
<th>Time [s]</th>
<th>0 - 0.1</th>
<th>0.1 - 12</th>
<th>12 - 18</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\omega_r) [rad/s]</td>
<td>0</td>
<td>20</td>
<td>100</td>
</tr>
</tbody>
</table>

The simulation results are displayed by the responding diagram of speed DC-motor from Fig. 7 to Fig. 9. Some other numerical results are summarized in Table 9.

Table 9: Numerical results

<table>
<thead>
<tr>
<th>(\text{Le} )</th>
<th>(\text{Lce} )</th>
<th>(\text{Lu} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2002</td>
<td>0.1442</td>
<td>0.8558</td>
</tr>
<tr>
<td>0.3838</td>
<td>0.1442</td>
<td>0.1442</td>
</tr>
<tr>
<td>0.5000</td>
<td>0.8558</td>
<td>0.7315</td>
</tr>
<tr>
<td>0.6162</td>
<td>0.5000</td>
<td>0.8558</td>
</tr>
<tr>
<td>0.7998</td>
<td>0.1442</td>
<td>0.8558</td>
</tr>
</tbody>
</table>

Fig 7: The speed responding according to the setting in Table 8.
According to HA approach, it can be seen from QRBS (see Table -4) on the semantic domain that a LRBS can be respectively interpreted (see Table -5). Observing this LRBS in a qualitative way, we see that most of these laws are appropriate to the control rules except from 3 rules: “if Le=VN and Lce=ZE then Lu=VP”, “if Le=VN and Lce=LP then Lu=LN” và “if Le=VN and Lce=VP then Lu=VN”. Along the first input value Le = VN, the second one Lce of the above rules tend to rise but the output Lu is decreased. As taking these results into consideration, we believe that there are two reasons. The first reason is the data set used for find_QRBS () has a few values relating to the above rules, so it is unlikely to affect the objective function.

The controller designed through HA has shown the correctness and reasonable representation method for mathematical model LRBS. Under this approach, the orderly relationship of the linguistic values is always guaranteed based on their semantics. Basing on SQMs function, LRBS is transferred to QRBS that is a real "hypersurface" and describes input/ output relationships between variables sufficiently and properly. Therefore, the process of approximate reasoning is close and logical. Methods of approximate reasoning used are interpolated. When an interpolation method is chosen, the result of approximate reasoning just depends on the fuzzy parameters in HA which includes fuzzy measurement of generating elements and hedges. The number of these parameters is just small, so it is easy to improve the quality of controller by applying optimization algorithms. In addition, the design is simple, intuitive, reasonings using interpolation give a good result with a very high speed because the computational complexity is small.

In addition to the above results, we find that there are some problems that need to be studied more to get proper and accurate LRBS. If that, proposed method will become stricter, they are:
- It is essential to do experiment with many different datasets or more efficient data sets as long as every input/ output value on their variable domain appears.
- Carry out GA with generation number and larger popsize.
- Test optimal algorithm PSO in the hope of reducing time of carrying out program.
- Executing QRBS and the set of fuzzy parameters of HAs simultaneously.
- Experimenting on physical system to properly evaluate the received results. Then it enable us to apply the results in systems in practice.

8. CONCLUSIONS

In this paper, we have proposed and implemented searching LRBS by HA approach combined with GA based on a working data set of PI-speed controller for DC-motor. HA-speed controller has been designed to replace the PI-
speed controller with the finding of LRBS. The parameters of the controller have been also optimized by GA.

Through simulation and evaluation of quality control, it can be seen that the LRBS received is a useful rule set. HA-speed controller bring a good control quality enough to compare to PI-speed controller.

The obtained results show that, using the GA to search LRBS for fuzzy controller is a correct proposal. With this proposal, we are entirely possible to find a LRBS that matches with specific system but not relies on expert knowledge or experience of the system designer.

Appendix A

In the control model in Fig.2, DC-motor has a capacity of 1.1 kW, with the following parameters:

\[
R_g = 1.12; L_g = 0.01084; k_m = 0.366; k_e = 0.354; \]
\[
f = 0.0325; k_{em} = 19.65; T_{au} = 0.002\text{V}\cdot\text{A};
\]
\[
T_d = \frac{k_m}{k_e}; T_t = \frac{k_m}{k_e}; T_i = \frac{k_m}{k_e}; T_s = \frac{k_m}{k_e};
\]
\[
T_{eg} = 2T_{ei}; T_{ew} = 4T_{es}; T_{ew} = 8T_{ew}; k_p = \frac{k_m}{k_e}; k_i = 2k_{ei}T_{ei};
\]
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