Abstract - The ordering of numbers in an integer array in computer science and mathematics is one of the research topics in the literature. For the purpose, there are a large variety of sorting algorithms like Selection sort, Insertion sort, Quick sort, Radix sort, Merge sort and Bubble sort. In this study, two sorting algorithms of these algorithms are investigated as Selection and Insertion sort. This study compares performance of Selection sort and Insertion sort algorithms that are used commonly in terms of running time.
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1. INTRODUCTION

The need for regular knowledge resulting from increased knowledge results in increasing development of data structures and algorithms. Sorting process in data structure is to make randomly distributed elements into elements in decreasing order or ascending order. Lots of sorting algorithms such as Selection sort, Insertion sort, Quick sort and Radix sort are developed in order to decrease complexity and increase performance of sorting.

In [1], the criterias that are given to compare performance of sorting algorithms are time efficiency, space efficiency, number of comparisons, number of data movements and stability of the sort technique. There is a lot of research in the literature such as [2, 3, 4, 5, 6, 10, 11, 12, 15]. In this study, time efficiency of these criterias is investigated to compare Selection sort and Insertion sort algorithms.

Performance of Selection sort and Shell sort is compared in terms of running time in [2]. Although shell sort shows better performance than selection sort, selection sort is more used because of its more simple structure [2].

In [3], Enhanced Bubble sort and Enhanced Selection sort are explained. In addition, Selection sort, Enhanced Selection sort, Enhanced Bubble sort and Bubble sort are compared in terms of number of comparisons, swaps and time [3].

In [4], Grouping Comparison Sort algorithms (GCS) are introduced. Selection sort, Insertion sort, Merge sort, Quick sort, Bubble sort and GCS are compared in terms of time complexity. As a result of this comparison, Quick sort is the fastest and the selection sort the slowest for the large number of elements.

In [6], performance of Quick sort and Merge sort are compared in terms of time complexity. When number of elements is large, performance of Quick sort is better than Merge sort. In contrary, when number of elements is less, performance of Merge sort is better than Quick sort [6].

In [15], Quick sort for the large number of elements is the fastest algorithm, when compared to Quick sort, Selection sort, Insertion sort, Bubble sort, Shell sort and Cocktail sort.

In this study Selection sort and Insertion sort are compared in terms of running time. In chapter 2, Selection sort algorithm is explained. Work logic of this algorithm is explained with an example. Code of the algorithm is implemented using Java Programming Language. Running time for sorting using this algorithm is given. In chapter 3, Insertion sort algorithm is explained. Work logic of this algorithm is explained with an example. Code of the algorithm is implemented using Java Programming Language. Running time for sorting using this algorithm is given. In chapter 4, comparison of Selection sort and Insertion sort algorithm are given in terms of time complexity.

2. SELECTION SORT ALGORITHM

2.1 Selection Sort Algorithm

Selection sort is a simple comparison based sorting algorithm. Selection sort algorithm starts to finds the smallest element in the array. Then it exchanges this smallest element with the element in the first position. After this first step, this algorithm tries to select a smallest element in unsorted part of the array in each step of the sort. It exchanges this selected smallest element with the element in the unsorted part of this step of the sort. Until there are no unsorted elements in the array, this process continues. Selection sort algorithm spends most of its time to find the smallest element in the unsorted part of the array [1, 2, 3, 7, 8, 13, 15].
2.2 Work Logic of Selection Sort Algorithm on a Sample

Suppose that \( n \) is the number of elements in the array, the below integer array with 8 elements is given, so \( n \) number is 8 for this sample and sorting of this integer array in ascending order is wanted:

\[
\begin{array}{cccccccc}
90 & 80 & 70 & 60 & 50 & 40 & 30 & \
\end{array}
\]

1. Step

In this step, the smallest element in the array is found and exchanges with element in the first index.

\[
\begin{array}{cccccccc}
30 & 80 & 70 & 60 & 50 & 40 & 90 & \n\end{array}
\]

2. Step

In this step, the second smallest element in the array is found and exchanges with element in the second index. In addition, the second smallest element in the array is the smallest element of the unsorted part of array.

\[
\begin{array}{cccccccc}
30 & 40 & 70 & 60 & 50 & 80 & 90 & \n\end{array}
\]

3. Step

In this step, the third smallest element in the array is found and exchanges with element in the third index.

\[
\begin{array}{cccccccc}
30 & 40 & 50 & 60 & 70 & 80 & 90 & \n\end{array}
\]

After the 3. step for above sample, in fact the integer array is sorted in ascending order. Although the array is sorted after the 3. step, the selection algorithm continues to search small numbers as 4. step, 5. step, ..., \( n \). Step. In some studies like [3], this process finishes when the array is sorted. But it is not correct, because of not checked whether is sorted all integer numbers of array.

The selection sort algorithm continues to search small elements until the cycles are finished. So selection algorithm can improve to control whether the array is sorted. General Selection sort algorithm steps continue in the following:

4. Step

\[
\begin{array}{cccccccc}
30 & 40 & 50 & 60 & 70 & 80 & 90 & \n\end{array}
\]

2.3 Implementation of Selection Sort Algorithm Using Java Programming Language

A code of selection sort algorithm with Java programming language is shown below:

```java
public static int[] selectionSort(int[] A, int n) {
    int tmp;
    int min;
    for (int i = 0; i < n - 1; i++) {
        min = i;
        for (int j = i; j < n; j++) {
            if (A[j] < A[min]) {
                min = j;
            }
        }
        tmp = A[i];
        A[i] = A[min];
        A[min] = tmp;
    }
    return A;
}
```

2.4 Selection Sort Algorithm Running Time

Table -1: Running time to sort arrays using Selection sort

<table>
<thead>
<tr>
<th>Number of elements</th>
<th>Full sorted array</th>
<th>Semi sorted array</th>
<th>Unsorted array</th>
</tr>
</thead>
<tbody>
<tr>
<td>1,000</td>
<td>0.003 s</td>
<td>0.002 s</td>
<td>0.001 s</td>
</tr>
<tr>
<td>10,000</td>
<td>0.103 s</td>
<td>0.098 s</td>
<td>0.1 s</td>
</tr>
<tr>
<td>100,000</td>
<td>10.233 s</td>
<td>10.455 s</td>
<td>9.621 s</td>
</tr>
</tbody>
</table>

3. INSERTION SORT ALGORITHM

3.1 Insertion Sort Algorithm

Insertion sort is a simple comparison based sorting algorithm. Insertion sort algorithm starts to compare the first two elements in array. If the first element is bigger than the second element, they are exchanged with each other. This process is implemented for all neighbour indexed elements [7, 8, 14, 15].

3.2 Work Logic of Insertion Sort Algorithm on a Sample

Suppose that n is the number of elements in the array, the below integer array with 8 elements is given, so n number is 8 for this sample and sorting of this integer array in ascending order is wanted:

| 90 | 80 | 70 | 60 | 50 | 40 | 30 |

1. Step
In this step, the element in the first index in the array exchanges with element in the second index, if the element in the second index are smaller than the element in the first index.

| 80 | 90 | 70 | 60 | 50 | 40 | 30 |

2. Step
In this step, the element in the second index in the array exchanges with element in the third index, if the element in the third index are smaller than the element in the second index.

| 80 | 70 | 90 | 60 | 50 | 40 | 30 |

3.3 Implementation of Insertion Sort Algorithm Using Java Programming Language

```java
public static int[] insertionSort(int[] A, int n) {
    int tmp;
    for(int i=1; i<n; i++) {
        for(int j=i; j > 0 && A[j] < A[j-1]; j--)
            tmp=A[j];
        A[j]=A[j-1];
        A[j-1]=tmp;
    }
    return A;
}
```
3.4 Insertion Sort Algorithm Running Time

Table -2: Running time to sort arrays using Insertion sort

<table>
<thead>
<tr>
<th>Number of elements</th>
<th>Full sorted array</th>
<th>Semi sorted array</th>
<th>Unsorted array</th>
</tr>
</thead>
<tbody>
<tr>
<td>1,000</td>
<td>0 s</td>
<td>0.002 s</td>
<td>0.002 s</td>
</tr>
<tr>
<td>10,000</td>
<td>0 s</td>
<td>0.099 s</td>
<td>0.127 s</td>
</tr>
<tr>
<td>100,000</td>
<td>0 s</td>
<td>9.423 s</td>
<td>12.449 s</td>
</tr>
</tbody>
</table>

4. COMPARISON OF SELECTION SORT AND INSERTION SORT ALGORITHM

In this study, nine different integer arrays are sorted using Selection sort and Insertion sort algorithms as three of the arrays with 1,000 elements, three of the arrays with 10,000 elements and three of the arrays with 100,000 elements. Three arrays having 1,000, 10,000 and 100,000 elements, that are called full sorted array consists of sequential numbers in ascending order from 1 to 1,000, from 1 to 10,000 and from 1 to 100,000, respectively. Three arrays having 1,000, 10,000 and 100,000 elements, that are called semi sorted array consists of sequential numbers in ascending order from 1 to 1,000, from 1 to 10,000 and from 1 to 100,000, respectively. Three arrays having 1,000, 10,000 and 100,000 elements, that are called unsorted array consists of sequential numbers decreasing from 1,000 to 1, from 10,000 to 1 and from 100,000 to 1, respectively. In Table-3, results of these sorting processes are given in terms of running time.

Insertion sort algorithm sorts three full sorted arrays having 1,000 elements, 10,000 elements and 100,000 elements in 0 second, while Selection sort algorithm sorts full sorted arrays having 1,000 elements, 10,000 elements and 100,000 elements in 0.003 s, 0.103 s and 10.233 s, respectively. Therefore a full sorted array consists of sequential numbers in desired order, sorting process for these sorted arrays are expected to not waste time. On the contrary, as seen in Table-3, Selection sort spends seconds to sort full sorted arrays.

Selection sort for semi sorted arrays having 1,000 elements and 10,000 elements gives same performance with Insertion sort. On the other hand, when number of elements in the array increases to 100,000, Insertion sort outperforms Selection sort.

Selection sort for unsorted arrays works better more than Insertion sort in terms of time. Running time of Selection sort for unsorted arrays is getting shorter than Insertion sort.

Table -3: Running time to sort arrays using Selection sort and Insertion sort

<table>
<thead>
<tr>
<th>Selection Sort Running Time (Second)</th>
<th>Insertion Sort Running Time (Second)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full sorted array with 1,000 elements</td>
<td>0.003 s</td>
</tr>
<tr>
<td>Semi sorted array with 1,000 elements</td>
<td>0.002 s</td>
</tr>
<tr>
<td>Unsorted array with 1,000 elements</td>
<td>0.001 s</td>
</tr>
<tr>
<td>Full sorted array with 10,000 elements</td>
<td>0.103 s</td>
</tr>
<tr>
<td>Semi sorted array with 10,000 elements</td>
<td>0.098 s</td>
</tr>
<tr>
<td>Unsorted array with 10,000 elements</td>
<td>0.1 s</td>
</tr>
<tr>
<td>Full sorted array with 100,000 elements</td>
<td>10.233 s</td>
</tr>
<tr>
<td>Semi sorted array with 100,000 elements</td>
<td>10.455 s</td>
</tr>
<tr>
<td>Unsorted array with 100,000 elements</td>
<td>9.621 s</td>
</tr>
</tbody>
</table>
5. CONCLUSIONS

To compare Selection sort with Insertion sort, these two algorithms have different advantages in different situations. Therefore, it can not be said that one of them is more successful than the other completely. Insertion sort algorithm for full sorted arrays outperforms Selection sort algorithm in term of running time. On the contrary, Selection sort for unsorted arrays outperforms Insertion sort in term of running time.
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