Lung Cancer Detection at Initial Stage by Using Image Processing and Classification Techniques
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Abstract— Cancer is becoming a huge threat in human life. There are different kinds of cancer, Lung cancer is common type of cancer causing very high ephemerality rate. To effectively identify lung cancer at an early stage is an important application of image processing. In this paper, an approach is presented which will detect lung cancer at prior stage using CT scan images of Dicom format. One of the key challenges is to dislodge white Gaussian noise from the Computed Tomography scan image, for that purpose non local mean filter is lied. Otsu’s thresholding is used to segment the lung image. Morphological operations such as opening, closing, edge detection and region filling are applied as post processing on the images to make image more clear for the detection of nodule. To form feature vector, the textural and structural features are extracted from the processed image. Data mining algorithms are used to the extracted features for the detection of lung cancer. In this project, three classifiers namely Support Vector Machine, Artificial Neural Network and k-NN are applied for the detection of lung cancer to find the rigor of disease (stage I or stage II) and comparison is made with Artificial Neural Network, and k-NN classifier with respect to different quality attributes such as accuracy, sensitivity, precision and specificity.
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1. INTRODUCTION

For the human beings among various diseases cancer has become a big threat, as per Indian population census data. In India the second most common disease responsible for maximum mortality is Cancer with about 0.3 million deaths per year [1]. According to GLOBOCAN 2012, 14.1 million new cancer cases estimated in which 8.2 million cancer-related deaths occurred in 2012, compared with 12.7 million and 7.6 million, respectively, in 2008. The most commonly diagnosed cancers worldwide were those of the lung (1.8 million, 13.0% of the total) [2]. Lung cancer is the main cause of cancer death worldwide. It is difficult to identify in its early stages because only in the advanced stage symptoms appear among all other types of cancer [3]. If lung nodules can be identified accurately at an early stage, the patient’s survival rate can be increased by. In the modern era of automation, the field of automated diagnostic systems plays an important role. Medical Image Processing is one such field in Automated diagnostic system designs where numerous systems are proposed and still many more under conceptual design due explosive growth of the technology today [4].

Data mining provides the method for analysis the useful information from data for decision making. As the volume of data is growing exponentially with the increase in population, there is a greater need to extract the knowledge from the data. Predicting the outcome of a disease is a challenging tasks of data mining [5]. Data mining tool has proved to be successful in disease diagnosis [6]. Data mining has already started to find its application in the diagnosis of cancer such as cancer lesion detection [7], pulmonary nodule detection [8], and classification of cancer stage from tree-text histology report [9], breathe biomarker detection [10] and so on. Various Data Mining Tools are available for Disease Diagnosis or for the prediction of disease outcome. The data mining tasks can be broadly classified in two categories: descriptive and predictive. Descriptive mining tasks describe the general properties of the pre-stored data. A predictive mining task gives conclusion on the basis of current data. Data mining algorithms follow three different learning methods: supervised, unsupervised, or semi-supervised. The classification task can be seen as a supervised technique where each instance belongs to a class [11]. By image processing an image is converted into digital format to get a useful image or to obtain useful information from it. It is a category of signal processing in which input is image, such as video frame or photograph and output can be an image or characteristics associated with that image. Image segmentation is the process to allocate a label to every pixel in an image in such a manner that pixels with the same label share certain visual characteristics. Image
processing is used in medical image processing for the Lung cancer diagnoses [3].

This paper is organized into six sections. In section 2 related work carried out in this field is described. In section 3 proposed methodology for early detection of cancer is explained. In section 4 system architecture of nodule predictor is discussed. In section 5 experimental result and discussion is explained followed by conclusion in section 6.

2. RELATED WORK

In this section, some of the works on prediction of lung cancer, pre-processing, segmentation and classification techniques have been discussed.

For automatic lung nodules detection a two stage scheme in Multi-Slice Computed Tomography (MSCT) [12] scans with multiple SVMs to reduce number of false positive with accuracy of 87.82% is presented. Three SVMs classifiers are used on preprocessed images to categorize the candidates as nodule or non-nodule. An automatic CAD system [13] of 80% accuracy is developed by analyzing LUNG CT images using several steps for early detection of lung nodule. A computerized system in [14] for lung cancer detection in CT scan images consists of two stages: a) lung segmentation and enhancement, b) feature extraction and classification. To remove background and extracts the nodules from an image threshold segmentation is applied. A feature vector is calculated for possible abnormal regions and neuro fuzzy classifier is used to classify such regions. Doing so, an accuracy of 95% was achieved.

In the image processing procedures of [15], processes such as image pre-processing, segmentation and feature extraction are discussed. Sensitivity of 95% in [16] is presented, to improve the efficiency of the diagnosis system for lung cancer, through a region growing segmentation method to segment CT scan lung images. For noise removal, Linear-filtering and contrast enhancement is used as preprocessing step to prepare the image for segmentation.

A system which predicts lung tumor from Computed Tomography (CT) [18] images through image processing techniques coupled with neural network classification. To segregate lung regions Optimal thresholding [19], is applied to the denoised image. Region growing method is used to segment Lung nodules. A set of textural features extracted from the extracted ROIs by the back propagation neural network with an accuracy of 86.30%.

An efficient lung nodule detection scheme of accuracy 80.36% [20] is developed to perform nodule segmentation through weighted fuzzy possibilistic [21] based clustering is carried out for lung cancer images. The RBF kernel based SVM classifier performs better than linear classifier. An automatic Computer-Aided Detection (CAD) scheme in [22] is presented having accuracy 95% that can identify the pulmonary nodule at prior stage. Simple but efficient methodology for lung nodule classification without the stage of segmentation [23] with 84% accuracy. Bayesian classification and Hopfield Neural Network algorithm [24,25] for extracting and segmenting the sputum cells is presented for the purpose of lung cancer early diagnosis which achieved an accuracy of 88.62%. Morphological processing on the segmented image improved the performance of HNN algorithm.

This study present an overview of different algorithm for classification and image processing used in the field of lung cancer prediction. Summary of various segmentation and classification techniques with their classification accuracy and sensitivity of nodule detection has been presented, based on above it has been found that not much work has been carried out for early detection of lung cancer. Hence it has been taken up here.

3. METHODOLOGY

Methodology is composed of two phases.

1. In first phase, the CT scan image is pre-processed to remove Gaussian white noise using non-local mean filter. As the accuracy of the segmentation algorithm depends on the quality of image so, the image is cleansed and segmented using Otsu's thresholding [26] and then, the textural and structural features are extracted from the segmented image by the application of feature extraction techniques.

2. In the second phase, the SVM classifier is implemented and then it is trained and tested on sample data for the prediction of lung cancer and the output is checked for accuracy which is a measure of how accurately the classifier predicts the status of patient.

4. SYSTEM ARCHITECTURE OF NODULE PREDICTOR

Lung Nodule prediction aims to automatically predict the information of nodule presented in lung's medical images and addressed to physician, by making use of Computer Aided Diagnosis (CAD) system. A typical application of CAD System is the detection of a tumor. CAD is a relatively interconnected technology combining elements of artificial intelligence and digital image processing with image processing which play the roles of physicians and computers, whereas automated computer diagnosis is a concept based on computer algorithms only [27].
Computer Aided Diagnosis (CAD) system takes CT scan images of lung cancer patients as input and provides status of patient as output on the basis of classifiers. In lung CT image segmentation process, Gaussian noise is removed from CT scan image which is most common type of noise present in medical images. After that, segmentation is done using Otsu's thresholding to segment the lung part in an image. Post processing enhancement is done to get clear image for detection of nodule (tumor) by detecting boundary in image using canny edge detection. Then, two largest regions are filled to remove extra muscle part from an image except lungs. In nodule's feature extraction module, output of post processing is given as input to extract textural and structural feature of nodule after that SVM classifier is trained and tested on the basis of those features to provide final output i.e severity of the disease. The figure 1 depicts the system architecture of CAD system.

4.1 Pre-processing

In order to extract the information from millions of pixels in medical (CT, X-ray, etc.) images, all components in the CAD system are designed to reduce the amount of data. As an important step, image and data pre-processing serve the purpose of extracting regions of interest and reducing noise from the images, so that they can be efficiently processed by the Feature Extraction step.

Pre-processing is the method to correct different kind of errors in images, done before processing. It is needed in order to improve the quality of the image and make it available for next phases. The importance of the pre-processing stage of a Computer Aided Diagnosis (CAD) system for prediction of lung cancer lies in its ability to remedy some of the problems that may occur due to some factors.

4.2 Image Segmentation

The term image segmentation of an image involves the separation of lung nodule from other part of the CT scan images and then enhancement of the resultant image to get details. The goal in many tasks is for the regions that represent meaningful area of an image. Thresholding, clustering, comparison based, histogram based, edge detection and region growing are several general-purpose techniques have been developed for image segmentation.

4.3 Post processing

The post processing means filling and thinning. The series of operations evolved in enhancement after segmentation are Morphological opening, Morphological closing, Morphological thinning. Morphological filling is applied on thresholded image for the enhancement. Morphological opening eliminates the small objects inside and outside the lungs. Morphological closing is then applied on the image. It enhances borders and fills the gaps in the border. After Morphological operations boundary of the enhanced image is detected. Morphological thinning is then applied on the boundary extracted image. After the thinning process Morphological filling is applied on the image to get the final post-processed image. Thinning brings down the
width of the line. While Filling gets rid of small breaks and holes in the contour, remove extra part from image and make image more clear for nodule detection.

4.4 Feature Extraction

Cancer nodule usually has large number of features. It is important to identify and extract interesting features form it. Aim of feature extraction is to find a set of features that define the shape of nodule as precisely and uniquely. Not all the attributes of segmented nodule are useful for knowledge extraction. Extraction of certain features that characterize the nodule, but excludes the insignificant attributes is the way of describing nodule.

There are two main types of feature descriptors, namely textural features and structural features. The textural is concerned with the spatial (statistical) distribution of gray tones, e.g. mean, standard deviation, energy etc [28]. The structural features consider the structure of the objects in the image, e.g. number of connected components in an image, area of the object, compactness etc [29]. It Computes the structural features value of nodule i.e. Area, Convex Hull Area, Equiv Diameter and Solidity.

4.5 Classification

After features are extracted, algorithms are used for classifying the data into the categories. These algorithms are also known as classifiers. There are two kinds of classification: supervised classification and unsupervised classification. If the feature vectors are given with known labels (the corresponding correct outputs), then the training is called to be supervised. If the classifier categorizes the data automatically without any use of class labels, then it’s known to be unsupervised classification. Examples for supervised classifiers are Support Vector Machine (SVM), k-Nearest Neighbors (k-NN), Artificial Neural Networks (ANN), Classification Trees etc. and unsupervised classifiers include k-means clustering, mixture models, hierarchical clustering, Principal Component Analysis, Singular Value Decomposition etc [30].

5. EXPERIMENTAL RESULTS AND DISCUSSION

The Performance Metrics for the test data are shown in Table 1. The formulations are shown in percentage, each column indicates the neural networks Classifier used and the rows indicate the Metric value respectively.

![Fig-2: Performance metrics of Classifiers](image)

From table 1 it is shown that accuracy of SVM is 95.12% which is better that ANN classifier (92.68%) and k-NN classifier (85.37%). The graph of the Table 1 is given in Figure 2.

These results shown in figure 2 with 24 images of stage I and 17 images of stage II is used as test dataset. Value of accuracy, precision, recall and specificity is in percentage (%).

<table>
<thead>
<tr>
<th>Classifier</th>
<th>SVM</th>
<th>ANN</th>
<th>KNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy(%)</td>
<td>95.12</td>
<td>92.68</td>
<td>85.37</td>
</tr>
<tr>
<td>Precision(%)</td>
<td>92.31</td>
<td>87.50</td>
<td>84.62</td>
</tr>
<tr>
<td>Recall(%)</td>
<td>100.00</td>
<td>100.00</td>
<td>91.67</td>
</tr>
<tr>
<td>Specificity(%)</td>
<td>88.24</td>
<td>100.00</td>
<td>76.47</td>
</tr>
</tbody>
</table>

For experimentation of the technique, the CT images are obtained from a NIH/NCI Lung Image Database Consortium (LIDC) dataset. This data consists of 1000 lung images. Those images are progressed to this system. The diagnosis rules are then produced from those images and these rules are progressed to the classifier for the learning process. After learning, a lung image is progressed to the proposed system. Then the proposed system will execute its processing and finally it will detect whether the input image is having cancer or not. The proposed CAD system is capable of detecting lung nodules with diameter ≥ 2.5 mm, which means that the system is capable of detecting lung nodules when they are in their early stages. Thus facilitating early diagnosis will improve the patients' survival rate.
Fig-3: Segmentation steps: (a) Original, (b) Pre-processing, (c) Thresholding, (d) Segmenting Lung Region, (e) Showing Cancerous Nodule

6. CONCLUSION

The field of Disease Diagnosis is a continuously evolving and very active field for research. The main focus of the current approach is to predict the status of patient for initial stage detection of lung cancer. A novel approach for predicting Lung cancer nodules at prior stage using SVM Classifier is proposed here. The Structural and Textural Features have been used for reporting the nodule. The results got are very stimulating, data was tested on Support Vector Machine Classifier with RBF kernel obtained an accuracy of 95.12%. The classification rates obtained for the SVM, ANN and k-NN Classifier are 95.12%, 92.68% and 85.37%.
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