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Abstract In this paper, we have developed a Neural Learning Based Opinion Feature Extraction (NLOFE) model that analyzes the customer’s reviews with the perspective of both subjective and linguistic characteristics. The model is divided into three stages. The first stage extracts the word from the review statements and is subjected to preprocessing, aiming at reducing the time to extract the opinions from reviewers. The subjective opinions of words are evaluated in second stage with hidden layer outcome on neural network training and therefore improving higher detection accuracy. The linguistic aspect of extracted words is analyzed with ontological repositories using associative mapping algorithm. The opinion words dictionary generated with neural trained words minimizes the false positive rate in a significant manner. The performance evaluation of NLOFE model is done with standard benchmark data sets of consumer product and services reviews extracted from Hotel Customer Service Reviews. The parameters used in evaluation are number of customer review words, size of opinion words, time to extract the opinions from reviewers, detection accuracy of subjective opinions of words and false positive rate. Experimental analysis shows that NLOFE model is able to reduce the time to extract the opinions from reviewers and reduce the false positive rate.
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1. INTRODUCTION
Sentiment analysis through opinion mining in recent past ascertained by the academicians have received significant and growing interest, is definitely a prosperous business for several industries including hotel, tourism, educations and so on. This emerging interest is specifically motivated by the ubiquitous need for opinion-based applications, like commercial product and mobile reviews, educational analysis and summarizing the opinion.

Economic impact of product reviews were ascertained [1] through data mining with the objective of analyzing the economic impact through random forest based classifiers. Based on intrinsic and extrinsic domain relevance [2], candidate features were generated aiming at improving the opinion features obtained through domain specific corpus were analyzed. However, both the above said methods lack subjective and linguistic characteristics which are addressed in the proposed work using NLOFE model. A review of mining opinion elements obtained through unstructured reviews was presented in [3].

Sentimental analysis and its impact on transfer learning, emotion detection and building resources was analyzed in [4]. However, the accuracy rate remained unaddressed. In [5], classification accuracy of the text being mined was improved by applying Training Label Cleaning, but at the cost of feature selection being compromised. In [6] using feature selection, accuracy of ordinal text classification was improved by applying chi-square.

A positive or negative nature of blog distillation was presented in [7] aiming at improving the substantial impact on retrieval. Another method for opinion mining in Twitter was analyzed in [8] using hybrid classification. The application of hybrid classification improved the accuracy of the data being classified in a substantial manner. In [9], integer linear programming was applied with the objective of improving the classification accuracy in opinion mining. Conditional random fields applied in [10] in the automatic annotation of text resulted in improved accuracy. However, the above said methods lack efficient mapping of subjective and linguistic characteristics which is provided in the NLOFE model through associative mapping algorithm.

Content based on user-generated information is received greater interest with the increase in the development of Web technology. On the other hand, the execution of automatic sentiment analysis mainly depends on the efficient selection of the features and the classification of sentiments. In [11], global optimization based sentimental analysis was presented with the view of removing and reducing the unwanted features through genetic algorithm and grid search method.
The correlation of sentiment score was analyzed in [12] for online job search companies based on aspects set and opinion words set resulting in efficient classification. Fuzzy linguistic hedges were applied in [13] for fine-grained classification and improving the classification accuracy through feature-based classification approach. With the increase in the use of big data applications, enriching semantic knowledge is the need of the hour.

In [14], semantic knowledge was used to enrich the data obtained for domain-specific training corpus. Another method called artificial neural network was applied in [15] aiming at improving the reasoning capabilities through natural language concepts. But the accuracy with respect to scalability remained unsolved. The detection accuracy is improved in the NLOFE model using feed backward propagation.

A novel sentiment analysis model was presented in [16] with the objective of improving the rate of accuracy. Naïve Bayes model was applied in [17] to improve the classification accuracy with the aid of bigram item response theory. In [18], MapReduce function was applied for sentiment information analysis from big data. By applying MapReduce function, efficient load balance was achieved. Several avenues opened up in sentiment and opinion mining was presented in [19]. Improved preprocessing techniques were applied in [20] for efficient handling of negation, integrated with sentiment lexicons with the purview of reducing the unwanted data.

Our model is different from these approaches in the sense that we expanded the opinion feature extraction with the help of Neural Learning model using Feed Backward Propagation for better coverage of the hotel reviews using Associative Mapping algorithm developed by us to determine the subjective and linguistic characteristics.

The paper is organized as follows. In Section 2 we developed a Neural Learning Based Opinion Feature Extraction (NLOFE) model to analyze customer’s reviews and then describe the user review methods using vector space depiction, feed backward propagation and associative mapping algorithm that we will use as test beds. Section 3 reports the results of experiments we have conducted using two opinion mining-based learning methods with Trip Advisor dataset for hotel reviews. Section 4 discusses in detail using the table and graph form. Finally, Section 5 concludes the paper.

2. DESIGN OF NEURAL LEARNING BASED OPINION FEATURE EXTRACTION (NLOFE) MODEL

In this section the proposal work develops, a Neural Learning Based Opinion Feature Extraction (NLOFE) model, which analyzes the customer’s reviews with the perspective of both subjective and linguistic characteristics. Figure 1 shows the block diagram of NLOFE model.

![Block diagram of NLOFE model](image1)

Figure 1 Block diagram of NLOFE model

The NLOFE model includes three components. The first component performs preprocessing by applying Vector Space Depiction with the objective of reducing the time to extract the opinions from reviewers. The second component applies feed backward propagation to extract subjective opinion of words and linguistic characteristics aiming at improving higher detection accuracy, and the third component applies associative mapping algorithm that efficiently analyses both subjective and linguistic characteristics. This in turn reduces the false positive rate in an extensive manner.

2.1 Preprocessing using Vector Space Depiction

The first stage in the design of NLOFE model is the extraction of words from the customer’s review statements and subject to preprocessing using vector space depiction. Preprocessing the review statement is an important task which helps in the efficient enhancing of the desired result. In preprocessing, the unwanted data from the review statements are removed. Figure 2 shows the various steps involved in preprocessing of review statements. The preprocessing stage includes stemming, removal of stop words etc. the outcome of this step mainly depends on the quality of customer’s review statements.
Figure 2 Block diagram of Preprocessing of review statements

Figure 2 explains how unwanted data are removed during preprocessing using vector space depiction with the objective of reducing the time to extract the opinions from reviewers. Many of the words from review statements are worthless and are called as stop words. The objective of removal of stop words from review statements is to reduce the file size that in turn improves the efficiency of the model. On the other hand, stemming helps in the efficient identification of root/stem word that helps in matching similar words. Figure 3 shows the algorithmic description of preprocessing involved for stemming and removal of stop words.

Algorithm for preprocessing
As shown in the figure 3, let us consider a document ‘D_i’ denoted by a vector ‘V’, where the vector includes the review statement consisting of words ‘w_1,w_2,…,w_n’. The resultant vector space depiction includes binary result of either ‘w_i=1’ or ‘w_i=0’ and is mathematically formulated as given below.

\[ D_i \rightarrow w_1,w_2,…,w_n \]  

If \( w_i = 1 \), the corresponding term i is in the review statement of ten \[(2)\]
If \( w_i = 0 \), the corresponding term i is not in the review statement. \[(3)\]

From (2) and (3), the occurrence of the corresponding term in the review statement is measured in an efficient manner using the formulation as given below.

\[ E_w = n_f \cdot Stat_i \cdot N \]  

From (4), the extracted words ‘E_w’ is obtained using the number of time ‘n_f’ the corresponding term occurred in the review statement ‘Stat_i’ and ‘N’ representing the total number of statements obtained from various reviewers. The extracted words are associated with neurons and lead to training based on Feed Backward Propagation.

2.2 Construction of Feed Backward Propagation

The second stage in the design of NLOFE model is the design of Feed Backward Propagation. Feed Backward Propagation in NLOFE model implies that the data (i.e. extracted words) flow in one direction. In feed backward propagation, a constant factor ‘1’ is fed into the output layer and the Neural Network executes in a backward manner. Incoming information regarding the extracted words ‘E_w’ is added and multiplied by the value stored in the left portion. The result is transferred to the left portion and the result obtained at the input layer is the function with respect to ‘E_w’.

Figure 4 Block diagram of Feed Backward Propagation

Figure 4 shows the layers of Feed Backward Propagation. To improve the accuracy the preprocessed words (i.e. after stemming and removal of stop word) ‘E_w1,E_w2,…,E_wn’ is used as input for Feed Backward Propagation. The input weights (i.e. extracted words) presented to the Hidden layer using the weights and the data in the first iteration. Summation and activation function is performed in the hidden layer using activation function. The subjective
opinions of words are evaluated with hidden layer outcome on neural network training and are formulated as given below.

\[ SO = f \left( \frac{1}{2} + \frac{\sum_{i=1}^{N} \sum_{n=1}^{N} (w_i (\theta^T_n) - e_i)}{N} \right) \]  

(5)

From (5), the subjective opinions of words ‘SO’ through activation function ‘f’ is obtained based on the ‘\( w_i (\theta^T_n) \)’ that represents the ith output from extracted words ‘\( E^n \)’, whereas ‘N’ represents the total number of reviews obtained (i.e. hotel reviews made by the tourist). Finally, the output layer contains the measured values from the Hidden layer.

2.3 Design of NLP-based ontology repository

Finally, the linguistic aspect of extracted words is analyzed with ontological repositories using NLP (i.e. based on decision tree model). Ontology repositories focuses on interesting events from reviewers point of view that build a hierarchy of concepts and measures the most common and unique relations between them. Figure 5 given below shows the Tree-based Tourist hotel review ontology that include object set (i.e. Rooms and Food) and verb list (i.e. Large, Clean, Nice, Good, Fresh, Delicious, Not ready, Not clean and Noisy).

![Figure 5 Tourist hotel review ontology using NLP](image)

The subjective opinions and linguistic feature of the opinion words are mapped to the associated semantic words of the reviewer comments. Figure 6 shows the algorithmic description of associative mapping with respect to subject opinions and linguistic features of the opinion words.

![Figure 6 Associative mapping algorithm](image)

In the algorithm for each of the review statements, we extract opinion words. With the extracted words, subjective opinions and linguistic words are measured. Efficient mapping is performed subjective opinions and linguistic feature of the opinion words are associated with the semantic words of the reviewer comments.

3. EXPERIMENTAL SETUP

To validate the performance of Neural Learning Based Opinion Feature Extraction (NLOFE) model, experiments were conducted using JAVA platform with Weka tool. The performance evaluation of NLOFE model was performed using standard benchmark data sets of services reviews extracted from Hotel Customer Service Reviews (eg: OpinRank Dataset - Reviews from TripAdvisor).

The dataset contains full reviews of hotels in 10 different cities (Dubai, Beijing, London, New York, New Delhi, San Francisco, Shanghai, Montreal, Last Vegas and Chicago) using Java platform that helps in analyzing the comments made by tourists about the Hotel rooms and food provided. Total number of reviews includes 250,000. For experimental purpose, we reviewed using 350 and the extracted field includes date of review, review title and review comments made by the tourists.

The proposed work is compared against the existing Mining Text and Review Characteristics (MTRC) [1] and Feature Identification using Intrinsic and Extrinsic Domain Relevance (FI-IEDR) [2]. Experiment is conducted on...
factors such as customer review words, size of opinion words, time to extract the opinions from reviewers, review detection accuracy of subjective opinions of words and false positive rate.

4. RESULTS ANALYSIS OF NLOFE MODEL

4.1 Impact of Time to extract the opinions from reviewers

Time to extract the opinions form reviewers is measured using the number of words (i.e. customer review words) and the time to extract single word. The mathematical formulation for execution time to extract the opinions from reviewers is given as below.

\[ ET = \sum_{i=1}^{n} w_i \times Time(w_i) \]  \hspace{1cm} (7)

From (7), the execution time 'ET' is measured using the number of words 'W' and measured in terms of milliseconds.

Table 1 Tabulation for Time to extract opinions from reviewers

<table>
<thead>
<tr>
<th>Customer review words</th>
<th>Time to extract opinions from reviewers (ms)</th>
<th>NLOFE</th>
<th>MTRC</th>
<th>FI-IEDR</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>19.23</td>
<td>23.75</td>
<td>31.42</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>24.89</td>
<td>33.85</td>
<td>37.87</td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>31.35</td>
<td>40.31</td>
<td>44.33</td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>27.27</td>
<td>36.23</td>
<td>40.25</td>
<td></td>
</tr>
<tr>
<td>250</td>
<td>34.58</td>
<td>43.54</td>
<td>47.56</td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>40.23</td>
<td>49.19</td>
<td>54.21</td>
<td></td>
</tr>
<tr>
<td>350</td>
<td>38.52</td>
<td>47.48</td>
<td>51.50</td>
<td></td>
</tr>
</tbody>
</table>

To estimate the execution time to extract opinions from reviewers, the customer review words were combined and the product of the customer review words was performed based on the samples taken from different hotels in each city. The data were collected from Dubai, New York and New Delhi. The data were collected on the basis of the facilities provided in terms of room and food corresponding to each city. Figure 7 illustrates the impact of changes in the execution time on different sample periods. It shows that the execution time decreases for OpinionRank dataset using different sample periods.

Also from the figure 7, we find the graph is not linear which states that the review status reached its peak with higher review words collected from different customers (i.e. tourists). The execution time to extract opinions from reviewers is improved using NLOFE model by 29.13% compared to MTRC [1] that helps in better extraction of opinion from the reviewers using the Vector Space Depiction. Moreover, by applying Vector Space Depiction in NLOFE model the stemming and removal of stop words using preprocessing helps in removing the unwanted data and therefore reduces the execution time by 48.54% compared to FI-IEDR [2].

4.2 Impact of Detection accuracy

The review detection accuracy of subjective opinions of words is the ratio of number of correct review words to the total number of test cases made. The review detection accuracy of subjective opinions of words is formulated as given below.

\[ A = \left( \frac{\text{No of correct review words}}{\text{Total no. of test cases}} \right) \times 100 \]  \hspace{1cm} (8)

From equation (8), the detection accuracy 'A' is measured in a significant manner in terms of percentage (%).
Table 2 Tabulation for review detection accuracy

<table>
<thead>
<tr>
<th>Customer review words</th>
<th>NLOFE</th>
<th>MTRC</th>
<th>FI-IEDR</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>83.14</td>
<td>71.29</td>
<td>59.35</td>
</tr>
<tr>
<td>100</td>
<td>87.21</td>
<td>76.18</td>
<td>71.13</td>
</tr>
<tr>
<td>150</td>
<td>80.35</td>
<td>69.32</td>
<td>64.27</td>
</tr>
<tr>
<td>200</td>
<td>82.18</td>
<td>71.15</td>
<td>66.10</td>
</tr>
<tr>
<td>250</td>
<td>84.35</td>
<td>73.32</td>
<td>68.27</td>
</tr>
<tr>
<td>300</td>
<td>86.15</td>
<td>75.12</td>
<td>70.07</td>
</tr>
<tr>
<td>350</td>
<td>88.24</td>
<td>77.21</td>
<td>72.16</td>
</tr>
</tbody>
</table>

The review detection accuracy during each sample period that includes date, review title and full customer’s review is observed and in a similar manner, comparison is made with other methods to obtain the review detection accuracy. The review detection accuracy in table 2 is observed to increase with 100 customer review words. But with the increase in the review words, the review detection accuracy remains stable. In order to observe the review detection accuracy for achieving optimal accuracy rate, a scenario with default parameters value for seven different periods was run. For each implementation run, the review words obtained from each customer (i.e. tourists) was changed.

4.3 Impact of false positive rate
False positive rate is also known as false alarm rate which is the proportion of examples which were analyzed as positive reviews, but belong to a different class of Negative reviews, among all the total number of reviews made.

\[
FPR = \left( \frac{\text{Probability of wrongly analyzed as good reviews}}{\text{No of reviews made}} \right) \times 100
\]  

From equation (9), the false positive rate ‘FPR’ is measured in terms of percentage (%).

Table 3 Tabulation for false positive rate

<table>
<thead>
<tr>
<th>Number of reviews made</th>
<th>NLOFE</th>
<th>MTRC</th>
<th>FI-IEDR</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>27.35</td>
<td>37.48</td>
<td>47.29</td>
</tr>
<tr>
<td>60</td>
<td>35.33</td>
<td>40.34</td>
<td>45.36</td>
</tr>
<tr>
<td>90</td>
<td>41.89</td>
<td>46.93</td>
<td>51.95</td>
</tr>
<tr>
<td>120</td>
<td>58.76</td>
<td>63.79</td>
<td>68.81</td>
</tr>
<tr>
<td>150</td>
<td>53.21</td>
<td>58.24</td>
<td>63.26</td>
</tr>
<tr>
<td>180</td>
<td>64.89</td>
<td>69.92</td>
<td>74.94</td>
</tr>
<tr>
<td>210</td>
<td>68.14</td>
<td>73.18</td>
<td>77.20</td>
</tr>
</tbody>
</table>

Seven combinations of false positive rate observations collected from three different cities (Dubai, New York and New Delhi) are shown in Table 3.

Figure 8 Measure of review detection accuracy

Figure 8 compares the review detection accuracy for different sample periods (i.e. for different hotels of three different cities) using NLOFE model to that of MTRC and FI-IEDR for the similar scenarios discussed above. In all scenarios, the NLOFE model outperforms all two systems. As illustrated in the graphs, the review detection accuracy for hotel reviews follows a decreasing trend when compared to the state-of-the-art methods from the start of the simulation.

It can be observed that during with the customer review words from 50 – 100, the review detection accuracy observed using all three methods increased whereas with customer review words in the range of 150 – 350, the review detection accuracy decreased using NLOFE model in comparison to two other methods [1] and [2]. This is because of the application of Feed Backward Propagation. Using the Summation and activation function in Feed Backward Propagation, subjective opinions of words are evaluated with hidden layer outcome on neural network training resulting in maximizing the review detection accuracy. As a result, the maximum detection accuracy obtained on customer review word increases by 13.37% compared to MTRC and 23.41% compared to FI-IEDR respectively.

Figure 9 Measure of false positive rate

Figure 9 shows the behavior of the false positive rate in response to varying number of reviews made from three different cities. The average false positive rate of the three
methods was observed to be increasing with the number of reviews made in the range of 30 and 120. There was a fall off in the values of false positive rate when 150 reviews were made and then a rise in the false positive rate was observed. This is because of the involvement of high variations observed in the hotel industry, a steadiness was not observed and false positive rate varied accordingly. Comparatively, the proposed model observed a decreased false positive rate compared to MTRC and FI-IEDR. This is because of applying NLP-based ontology repository which analyses the user reviews with both subjective and linguistic characteristics that results in the decrease in the false positive rate by 22.39% compared to MTRC. Besides, using opinion words dictionary, the subjective and linguistic characteristics are efficiently mapped together using associative mapping algorithm forming a decrease in the false positive rate by 43.09% compared to FI-IEDR.

4.4 Impact of efficiency in terms of information retrieval
In this section, the impact of efficiency in terms of information retrieval is compared using the three methods NLOFE, MTRC and FI-IEDR.

Table 4 Tabulation for efficiency in terms of information retrieval

<table>
<thead>
<tr>
<th>Methods</th>
<th>Efficiency in terms of information retrieval</th>
</tr>
</thead>
<tbody>
<tr>
<td>NLOFE</td>
<td>78.35</td>
</tr>
<tr>
<td>MTRC</td>
<td>62.45</td>
</tr>
<tr>
<td>FI-IEDR</td>
<td>58.21</td>
</tr>
</tbody>
</table>

![Efficiency in terms of information retrieval](image)

Figure 10 Measure of efficiency in terms of information retrieval

Table 4 and figure 10 shows the impact of efficiency in terms of information retrieval for the hotel review of three different cities. From the figure it is illustrative that the information retrieval is improved using the NLOFE than when compared to the MTRC [1] and FI-IEDR [2] respectively. This is because by applying neural learning both subjective opinions of words and linguistic characteristics are extracted in an efficient manner.

Furthermore, with the associative mapping algorithm, the subjective opinions and linguistic feature of the opinion words are mapped to associated semantic words of the reviewer comments in a significant way improving the information retrieval by 20.29% compared to MTRC and 6.78% compared to FI-IEDR respectively.

5. CONCLUSIONS
This paper presented a novel model for analyzing the user reviews based on both subjective and linguistic characteristics using Neural Learning Based Opinion Feature Extraction (NLOFE) model. A key feature of this method is its ability to increase the review detection accuracy using Feed Backward Propagation as more reviews are obtained from the customers. Vector Space Depiction and binary result of Vector Space Depiction was applied in NLOFE model for efficient minimization of execution time for extracting the opinions from reviewers and to make profit out of it. Next, due to the change in government policy regarding taxes and market fluctuations, to improve the review detection accuracy rate for effective review results being analyzed, summation and activation function was applied to the extracted words in NLOFE model. Using NLP-based ontology repository, subjective and linguistic characteristics were extracted using associative mapping algorithm and was provided to the hotel owner in order to improve their facilitations and therefore increase the profit in hotel industry. Experimental evaluation analysis was conducted to analyze time to extract the opinions from reviewers, detection accuracy of subjective opinions of words and false positive rate. Performances results reveal that the proposed NLOFE model provides higher level of forecasting rate and improved review detection accuracy on various samples obtained from three different cities. Compared to the other opinion mining methods the proposed Neural Learning Based Opinion Feature Extraction model proved to be better in terms of detection accuracy by 18.39% compared to MTRC and FI-IEDR respectively.
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