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Abstract - As many people rely on email communications for business and everyday life, Internet email malware constitute one of the major security threats for our society. By analyzing the propagation dynamics of email malware, it is possible to predict its potential damages and develop effective countermeasures. The analysis shows that previous work cannot model the realistic propagation with different time checking periods of users. And also the spreading cycles formed in the modeling lead to considerable errors in estimating the infection probabilities. Compared to earlier versions of email malware, modern email malware exhibits two new features, reinfection and self-start. Reinfection refers to the malware behavior that modern email malware sends out malware copies whenever any healthy or infected recipients open the malicious attachment. Self-start refers to the behavior that malware starts to spread whenever compromised computers restart or certain files are visited. As the propagation of malware is harmful for the user, it should be blocked as well. The analysis result shows that the model incorporating the two new features outperforms the previous models by presenting the repetitious spreading process caused by email malware and also in terms of estimation accuracy. It was able to block the propagation of malware beyond a limit and the user was set back to uninfected state.
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1. INTRODUCTION

Email is considered as a convenient way of written communication of this era. It is deemed to be an economical and steadfast method of communication. Email messages can be sent to a single receiver or broadcasted to groups. An email message can reach to a number of receivers simultaneously and instantly. These days, the majority of individuals even cannot envisage the life exclusive of email. For these and countless other motives, email has also become a widely used medium for communication of the people having ill intentions.

The rapid growth of the internet has also significantly increased the number of email users. At the same time there is a noteworthy increase in email malware, which poses critical security threats. For a number of years, the propagation of email malware has followed the same modus operandi. A viral email is sent to the victim and appears as though it was sent by somebody the recipient trusts. The subject is also related to the recipient’s business area. Once the victim is tricked into either clicking the malicious hyperlinks or opening the attachments inside such an email, the computer will be compromised. Then, the compromised computer will start to infect new targets found in its email address lists immediately. To prevent email malware, scientists have spared no effort to dissuade people from opening unexpected hyperlinks and email attachments. By convincing computer users that the received emails with malicious hyperlinks and attachments were from a trusted source, the technique of email-borne malware will be highly effective and is still widely adopted by current malware authors.

Research on email malware focuses on modeling the propagation dynamics which is a fundamental technique for developing countermeasures to reduce email malware’s spreading speed and prevalence. Previous works assume that a user can be infected and send out malware copies only once, no matter whether or not the user visits a malicious hyperlink or attachment again. However, modern email malware is far more aggressive to spread in network than before by introducing two new propagation features. First feature is “reinfection”, i.e., an infected user sends out malware copies whenever this user visits the malicious hyperlinks or attachments. Second feature is “self-start”, i.e., an infected user sends out malware copies when certain events (like PC restart) are triggered.
2. PROBLEM ANALYSIS

Choosing email as the spreading carrier of malware is not a new technique in the last decade. Early versions of email malware, such as Melissa [15] and Love letter [16], work in a “naive” way. That is, a compromised user will send out malware emails only once, after which the user will not send out any further malware copies, even if she visits the malicious hyperlinks or attachments again. Take Melissa for example, the malware first checks a specific registry key in the Window OS and the malware will not do anything further when the value of this key suggests that the user has been infected before. In the following, this spreading mechanism is named as non reinfection. However, modern email malware is far more aggressive in spreading throughout email networks than before. Without checking if a computer has been infected before, modern email malware makes use of every chance to spread itself. This propagation can be characterized with two kinds of new mechanisms, namely reinfection and self-start.

Previous works [5],[11],[12],[14] assumes that an infected user could send out only one malware copy each time the user checks emails, even if the user visits more than one malicious hyperlinks or attachments. In short, previous works did not take the two new features into account, and hence, cannot accurately estimate the propagation of modern email malware. Also, the blocking of such propagated email is necessary and the infected user may get an option to be back in safe state or immune state.

2.1 Technical Perspective of the Problem

Reinfection, as the name suggests, indicates a user may get infected whenever the user visits malicious hyperlink or attachments. The reinfection outperforms the nonreinfection in two aspects: 1) a user can be infected again even if the user has been infected before; 2) a user will send out a malware copy each time the user gets infected.

Thus, a recipient may repeatedly receive malware emails from the same compromised user.

The reinfection process can be illustrated as in Fig.1. Suppose an email user i gets infected and sends out malware email copies to another email user j. In case 1 of the nonreinfection, although user i reads two malware emails at t8, the user will get infected and send only one malware copy to user j at t8. The malware email arrives at user j at t8. Then, when user j checks mailbox at t13 and reads the malware email from user i, user j gets infected. User j will not receive any more malware emails from user i after t8. Nevertheless, in case 3 of the reinfection, user j will receive two malware copies from user i at t9. Furthermore, after user j gets infected at t13, when user i reads another two malware emails, user j receives another two malware copies from user i at t17. Compared with case 1 of the non reinfection, user j in case 3 of the reinfection receives totally four malware emails.

Fig. 1: Recipient user j’s behavior for different types of malware emails. User i reads two of three malware emails at t8 and another two malware emails at t16, and then restarts at t20. Case 1: nonreinfection; Case 2: reinfection; Case 3: reinfection of modern email malware; Case 4: both self-start mechanism in modern email malware.

3. PROPOSED SYSTEM

The existing analytical models present the spreading procedure by a susceptible-infected-susceptible (SIS) process, while it does not consider the new features of modern email malware. So, the proposed system must be able to develop a new analytical model that can precisely present and analyse the propagation dynamics of the modern email malware and also should be able to block the propagation of the same.
The proposed system consist of mainly two users namely, client and server. The main functionality of the client includes composing mail, sending mail, receiving mail and immunization. The functionality of server includes user state monitoring, user health monitoring, user activity monitoring, mail monitoring, malware analysis and malware blocking.

3.1 System Design

The main contribution of the proposed system is an immunization module which will block the malware propagation beyond a particular limit and helps the infected user to be back in immune state. New features on the propagation of email malware are introduced, such as Reinfection and Self start. The spreading procedure can be characterized by a susceptible-infected-immunized (SII) process, so the proposed model is named as SII. SII model is different from SIS [5] and SIR [26] models because both susceptible and infected users can be immunized.

The system mainly consists of five modules:

- Email User Generation
- SII Model
- Malware Propagation
- Analysis
- Immunization

3.2 Email User Generation

In this module, as almost all email systems user creation and further happenings will occur. This module will have a login phase which helps the user to login to the email system. Login phase will check for the user authenticity. If the user is not already registered then the user can register with new account. A new account can be easily created by giving basic details like name, username, password etc. User details will be saved on the server side. When the user tries to login to the account, the server will authenticate the user by checking the username and password. For that, first the server must be active. A system with an inactive server can’t take part in email communication. Also it should broadcast its IP address to all nodes. The nodes in turn must check the IP address. By receiving an IP address the node can take part in mailing.

3.3 SII Model

Here, the health state of the node is checked. A node will have three states: Immunized, Susceptible and Infected. If a node is in Immunized state, then malware cannot attack the system. If the node is in Susceptible state, by the attack of malware it will change its state to Infected state. If the state is Infected, it will remain as such and sends out.

The node in the topology represents a user in the email network. Let random variable \( X_i(t) \) denote the state of a node \( i \) at discrete time \( t \). Then,

\[
X_i(t) = \begin{cases} 
\text{Hea., Healthy} & \text{Sus., susceptible} \\
\text{Imm., immunized} & \text{Act., active} \\
\text{Dorm., dormant} & \text{Inf., infected}
\end{cases}
\]

In SII Model, derive an \( M \) by \( M \) square matrix with elements \( p_{ij} \) to describe a topology consisting of \( M \) nodes, as in

\[
\begin{pmatrix}
p_{11} & \cdots & p_{1M} \\
p_{21} & \ddots & \vdots \\
p_{MN} & \cdots & p_{MM}
\end{pmatrix}
\]

Where in \( p_{ij} \) represents the probability of user \( j \) visiting a deceptive malware email received from user \( i \). If \( p_{ij} \) is equal to zero, it means the email address of user \( j \) is not in the contact list of user \( i \). Therefore, the matrix reflects the topology of an email network. In this model, it is assumed that states of neighbouring nodes are independent. The infection of email malware depends on unwary email users checking new emails and visiting those malicious ones. An email user may receive multiple emails at different time, but read all of them at one time when the user checks the mailbox. It is noticed that the infection of email malware depends on unwary email users checking new emails and visiting those malicious ones. In fact, this process involves two components in the modeling. First, a flag variable \( \text{open}_i(t) \) is introduced. \( \text{open}_i(t) = 1 \) if the user is checking new emails at time \( t \), otherwise \( \text{open}_i(t) = 0 \). Let \( T_i \) denote the email checking period of user \( i \), then

\[
P(\text{open}_i(t) = 1) = \begin{cases} 
0, & \text{otherwise} \\
1, & t \mod T_i = 0
\end{cases}
\]

Different users have different values of \( T_i \). An email user may receive multiple emails at different time but read all of them at one time when the user checks the mailbox. Supposing that an arbitrary user \( i \) checks new emails at time \( t \), then those emails which will be checked at time \( t \) are the ones which arrived at user \( i \) after the user’s last checking action of her mailbox. It is significant to obtain the number of such emails for our modeling. Thus, a variable \( \tau \) is introduced to indicate an arbitrary time between the time of user \( i \)’s last email checking action and the current time \( t \) (excluding \( t \)). The value of \( \tau \) has two
forms depending on if user checks emails at current $t$ or not. Then,

$$
\begin{align*}
(t - T_i) & \leq \tau < t, & \text{if } \text{open}_i(t) = 1 \\
(t - (t \mod T_i)) & \leq \tau < t, & \text{otherwise}
\end{align*}
$$

### 3.4 Malware Propagation

Malware propagation can happen in two different ways: Reinfection and Self-start

In the case of reinfection, an infected user sends out malware copies whenever this user visits the malicious hyperlinks or attachments. If one malware email is visited then it will send out one malware copy, if two malware email is visited then it will send out two copies and so on.

In the case of self-start, an infected user sends out malware copies when certain events are triggered. The events can be PC restart, folder creation, file creation etc.

There are three preconditions for an arbitrary user being infected by email malware:

- The user has not been immunized.
- The user checks mailbox for new emails.
- The user unwarily visits one received malware emails.

For modern email malware a compromised user may send out malware email copies to neighbors every time the user visits those malware hyperlinks or attachments. Malware emails are also sent out when certain events like computer restart are triggered. Thus, at an arbitrary time $t$, a user may receive multiple malware email copies from an identical neighboring user who has been compromised. In order to represent the repetitious spreading process of the reinfection and the self-start, virtual nodes are introduced to present the $k$th infection caused by infected users opening the $k$th malware email copy.

**Fig- 2:** An example to explain virtual nodes in the reinfection case and the self-start case. Node 1, 2, 3 send a malware copy to node 4.

As shown in Fig.2, node 1, 2, 3 send malware emails to node 4. When the user of node 4 visits those emails, the user gets infected. If the user of node 4 visits two malware emails, node 4 will send malware email copies twice to node 6. If the user of node 4 visits three malware emails, node 4 will send treble malware email copies to node 6. The spreading process of extra malware email copies is equivalent to two virtual nodes sending a malware copy to node 6.

Introduce virtual node 7 to denote the possible spreading if user 4 visits the second malware email. Virtual node 8 is used to denote the possible spreading if user 4 visits the third malware email. Moreover, when the user of the infected node 5 restarts computer or some specific events are triggered, this user will also send out a malware email copy to the user of node 6. It is also equivalent to a virtual node sending a malware copy to node 6. Virtual node 9 is introduced to denote this process.

### 3.5 Analysis

In this module, analysis of the malware will be done. The effect of malware, harms that causes to the system etc will be analyzed. This analysis will be listed in the server side. These details may help users to act against the malware. This module also ensures the enlisting of infected users by which particular malware has caused, malware footprints and also the whole malware list which has infected to the whole mail system from the beginning. Also a mail propagation monitor is used to know the communication between the users.

### 3.6 Immunization

This module helps the user to be back in immunized state. That is, a user who is infected by some malware can get back to the immune state. For immunized state, a threshold value will be set. After crossing the threshold value, the node will change its state to susceptible. The malware will be blocked by the system till the threshold value and by further infection the user gets converted to infected state. Once the user has reached the infected state, this module helps the user to delete the malware that has caused infection from the server completely and to revoke to immune state.

Malwares that cause infection are listed on the server side. Once the user immunize himself, the server will check for the malware that infected the particular user and will immediately delete the malware without any traces from the server and helps the user to be in immune state. Hence, further malware copies will not be sent to the address list of the particular user.
3.7 Architecture

The architecture explains the working of the system. An authenticated user with username and password can login to the system. A new user can register to the system with new account creation. After logging into the system, a user can send out malware copies. The system will check for the health status of the node, by receiving malware the node on immunized state after the threshold value will change to susceptible state. By further receiving the malware node will go to the infected state. An infected node can be back in immunized state by the immunization process.

![Architecture of the System](image)

**Fig-3:** Architecture of the System

4. RESULTS

User log in from the login home page. Login Page is used to authenticate users. User can login only when server is available. When server is active it broadcasts its IP Address. Whenever the server IP Address is available then only the Login button will become active. User sends its username, password and login type to server, then the server authenticates the user. Login mode is used to determine the type of usage. There are two modes: attacker mode and normal mode. In either case the user must provide a valid username and password to get access to his account.

Server side monitors the messages of clients. If the client is not active when a mail sent for him, the server saves the message and sends to him. Undelivered messages are shown in the above figure. When we click the button "Send undelivered messages" the server checks the recipients of undelivered messages, it looks which all users are active. It forwards the mail to active users and keeps the remaining mails.

![Login Page](image)

**Fig-4:** Login Page

If the malware is sent to a user who is in immune state, then the malware will be blocked by the server and no such malwares will be shown to the user.

![After sending Malware](image)

**Fig-5:** After sending Malware

Immunization page gives chance to the infected user to be back in the immunized state.

![Immunization Page](image)

**Fig-6:** Immunization Page
5. ANALYSIS

Fig. 7 shows the comparison between existing system and proposed system. From the figure it is clear that, comparing other models SII model is the best to show the propagation of modern email malware. The system using the feature, reinfect alone outperforms the system using non reinfect mechanism. And SII model shows higher performance than the other mechanisms.

Modern email malware infects unwary users when they open malicious email attachments or visit infectious hyperlinks in the email content. Users' vigilance determines the number of malicious emails that are opened by the users. The higher a user's vigilance is, the less malware emails are opened. The vigilance of users determines the number of virtual nodes for each user in the modeling, which greatly affects the spreading speed and scale. The value \( k \) presents the maximal number of malware emails that each user may visit. The SII model is run from \( k = 1 \) to \( k = 3 \), this is shown in Fig. 8.

6. CONCLUSION AND FUTURE SCOPE

Previous models assumes that an infected user could send out only one malware copy each time the user checks emails, even if the user visits more than one malicious hyperlinks or attachments. Hence, it couldn't accurately estimate the propagation of malware.

By considering the two new mechanisms, the SII (Susceptible-Infected-Immune) model is able to estimate the propagation of modern email malware. This model is able to address two critical processes unsolved in previous models: the reinfection and the self-start. With the help of these two new features the propagation of malware were blocked beyond a limit and the infected user could effectively come back to immunized state. By introducing a group of difference equations and virtual nodes, the repetitious spreading processes caused by the reinfection and the self-start were presented. Each and every traces of malware were successfully deleted from the system which helped in effective Immunization. For the future work, there are also some problems needed to be solved, such as the independent assumption between users in the network and the periodic assumption of email checking time of users.
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