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Abstract -
In the databases data mining and knowledge discovery is a new interdisciplinary field. In data mining there is merging ideas from statistics, machine learning, databases. Data Mining is defined as an activity that extracts some new information contained in large databases. In traditional data mining techniques detecting the statistical correlations between the items which are more frequent in the transaction databases termed as frequent itemset mining, that itemsets which appear more frequently must be of more importance to the user from the business perspective.

The term utility refers to the importance or the usefulness of the itemset in transactions quantified in terms like profit, sales or any other user preferences. By considering user preferences such as profit, quantity and cost from online transaction processing systems, utility mining extracts itemsets with high utilities. Utility Mining which not only considers the frequency of the itemsets but also considers the utility associated with the itemsets. In High Utility Itemset Mining the objective is to identify itemsets that have utility values above a given utility threshold.
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1. Introduction
In recent years data mining and knowledge Discovery from databases are two of the major areas receiving much attention. In data mining, the extraction of hidden predictive information from large databases, has a great potential to help data owners in focusing on the most important information in their data warehouses. Knowledge Discovery in Databases (KDD) is the process of identifying valid, previously unknown and potentially useful patterns in data. These patterns becomes useful in order to explain existing data, predict or to put the contents of a large database into a nutshell supporting decision making and graphical representation of data. Plenty of data mining tasks, such as frequent pattern mining, weighted frequent pattern mining, and high utility pattern mining are having important role of useful hidden pattern retrieval from a database. Out of these, frequent pattern mining is a fundamental research topic that has been applied many of databases, such as transactional databases, streaming databases, and time series databases, and in various application domains, such as bioinformatics, Web click-stream analysis, and mobile environments. Taking all this into an account, utility mining is being considered as an important topic in data mining field. Mining high utility itemsets from databases refers to finding the itemsets with high profits. Here, the meaning of itemset utility is attraction, importance or profitability of an item to users. There are two aspects for Utility of transaction database itemsets as:
1. External utility which tells the importance of distinct items
2. Internal utility which tells the importance of items in transactions.

Utility Mining
The actual utility of an item is not the occurrence of an item. In association rule mining judging the utility of items by its presence in the transaction set is the older methods. Mining of high utility itemsets efficiently is One of the most challenging data mining tasks. Utility Mining is nothing but the identification of the itemsets with high. Cost, quantity, profit or any other user expressions of preference can be used to measure the utility. If item has its utility less than a user-specified minimum utility threshold then this is called a low-utility itemset.

2. Literature Review
A two phase algorithm to find high utility itemsets prunes down the number of candidates and obtains the complete set of high utility items [3]. For two factors speed and memory’s cost, this algorithm works efficiently. Association Rule mining model treats all the items in the database by only considering if an item is present in transaction or not.

In Two-phase, focused on traditional databases and is not suited for data streams. In Two-phase we are not finding temporal high utility itemsets in data streams but this must rescans the whole database when added new transactions from data streams.

Algorithm proposed by R. Agrawal, used to obtain frequent itemsets from the database [2]. Problem with association rule generations to get all association rules
that have confidence and support value is greater than user’s specified value. Apriori is a classic algorithm to mine frequent itemset. After identifying the large itemsets, only those itemsets are allowed which have the support greater than the minimum support allowed. Generation of candidate item sets and scanning of database every time takes place in Apriori Algorithm. When a new transaction is added to the database then there is rescan the entire database again. Candidate itemsets are stored in a hash-tree which contains either a list of itemsets or a hash table.

Jiawei Han et al in [7] proposed frequent pattern tree (FP-tree) structure in “Mining frequent patterns without candidate generation,” paper for storing crucial information about frequent patterns, compressed and develop an efficient FP-tree based mining method is Frequent pattern tree structure. It constructs a highly compact FP-tree, which is usually substantially smaller than the original database, by which costly database scans are saved in the subsequent mining processes. Efficiency of mining is achieved with three techniques 1)large database is compressed into a smaller data structure, for avoiding the costly database scans.2) adopts a pattern frequent growth method to avoid the generation of large no of Itemsets.3) A partitioning based, divide and conquer method for decomposing the mining task into set of smaller tasks for mining confirmed patterns to reduces the search space. In this paper the FP-growth method is efficient and scalable for mining in long and short frequent patterns. Also faster than the Apriori algorithm and recently reported new frequent pattern mining methods.

Two one pass algorithms MHUI-BIT and MHUI-TID are proposed to mine high utility itemsets from data streams within a transaction sensitive sliding window[8]. To improve the efficiency of mining high utility itemsets two effective representations of an extended lexicographical tree-based summary data structure and itemset information were developed. In this data stream concept used is an infinite sequence of data elements continuously arrived at a rapid rate. So the Frequent pattern mining is the major problem of data mining streams.

Weighted association rule are proposed by Wei Wang et al [1]. For generation of each frequent itemset first discover frequent itemsets and the weighted association rules are used. This rule first proposed the concept of weighted items and weighted association rules. The weighted association rules does not have downward closure property, so the mining performance cannot be improved. By using transaction weight, weighted support can not only reflect the importance of an item set but also maintain the downward closure property during the mining process.

WAR not only improves the confidence of rules as well as provides a mechanism for target marketing by identifying customers based on their potential degree of loyalty or volume of purchases.

J. Hu defines an algorithm in which concept of frequent item set mining is used [4]. In this approach combinations of high utility itemset are find out. In reality algorithm is used to find segment of data, which is defined with the combination of few items i.e. rules, which is different from the frequent item mining techniques and traditional association rule. The problem considered in high utility pattern mining is different from former approaches as it conducts rule discovery with respect to the overall criterion for the mined set as well as with respect to individual attributes.

Another algorithm proposed by Cheng Wei Wu to efficiently discover high utility itemsets from transactional databases [6]. Depending on the construction of a global UP tree the high utility itemsets are generated using UP Growth which is one of the efficient algorithms. In this proposed method, it cannot overcome the screening as well as removal of null transactions i.e. the overhead of null transactions are taking place in this algorithm.

S. Shankar presents a algorithm for Fast Utility Mining [5], for generating of high utility itemsets different techniques like Low Utility and High Frequency (LUHF) and Low Utility and Low Frequency (LULF), High Utility and High Frequency (HUHF), High Utility and Low Frequency (HULF) are used.

3. EXISTING SYSTEM:

In existing system, performance is degraded because of generation of huge set of PHUIs. Long transaction database is found when threshold value is low, which create worst situation. To overcome this limitation, Utility pattern growth (UP-Growth) . These algorithm mine high utility itemsets. The information of high utility itemsets is maintained in utility pattern tree (UP-Tree).

Limitations of Existing Systems:

1) Huge no of itemsets which require large memory space.
2) More time is required to check datasets and Null transaction itemsets are also available.
3) Worst performance in case of low memory.

4. PROPOSED WORK:

- Selecting higher profit itemsets.
- Eliminate Null transaction itemsets.
- Provide suggestion to retailers what items can be discarded.

Architecture:

Proposed architecture for high utility itemsets is shown below:

Architecture consists of two steps:-
1) Profit Calculation and filter profit table by applying threshold value

2) Find High utility Itemsets
These steps are done with the help of UP-tree construction. Two scans are performed to get high utility itemsets.

Figure 1: Profit calculation and profit Table filtration
In this Figure we filter out profit table from given transactional database. For this we use profit calculation and then threshold value for filtering out profit table.

Figure 2: Finding High Profit Items
In the above figure, we filter out the data having frequent transactions and high profit. Profit calculation is applied on Maximum utility table and represent outcome as a UP Tree data structure. After getting, UP Tree DLU and DLN are applied to get highest profit item.

Multiplexor Logic:
In addition to mathematical model the multiplexer logic also discussed here. As the figure indicates, the data from Transactional database is given as input. Processing on the transactional data for profit calculation on Itemsets. Apply threshold value on profit table data. we get low and high profit Itemsets. The final result will be the high profit Itemsets.

Figure 3: Multiplexor Logic

5. Algorithm

IUPG-Algorithm:
Input: Transaction database D, user specified threshold.
Output: high utility itemsets.
Begin
1. Scan database of transactions $T_d \in D$
2. Determine transaction utility of $T_d$ in D and TWU of itemset (X)
3. Compute $min\_sup$ ($MTWU \times user\_specified\_threshold$)
4. If (TWU(X) ≤ $min\_sup$) then Remove Items from transaction database
5. Else insert into header table H and to keep the items in the descending order.
6. Repeat step 4 & 5 until end of the D.
7. Insert $T_d$ into global UP-Tree
8. Apply DGU and DGN strategies on global UP-tree
9. Re-construct the UP-Tree
10. For each item $a_i \in H$ do
11. Generate a PHUI $Y = X \cup a_i$
12. Estimate utility of Y is set as a’s utility value in H
13. Put local promising items in Y-CPB into H
14. Apply strategy DLU to reduce path utilities of the paths
15. Apply strategy DLN and insert paths into T_d

6. RESULTS
The graph (1) there is no of itemsets with respect to there utility. In the itemsets there are no of items which shows their different utilities in different itemsets.

![Itemset Utility Graph](image)

**Graph 1: Itemset Utility Graph**

![Total Utility Graph](image)

**Graph -2: Total Utility Graph**

The graph states the total utility of the itemsets. From this graph we can find out which itemsets have more utility and then discard the low utility itemsets.

6. CONCLUSION
In this Paper we focused on the big size data of Transactional database. This approach is useful to group profitable items and non-profitable items. Also we can find the high utility items. These results can be shown to retailer and he can take decision to put/discard those items in his shop.
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