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Abstract - In a world where we're constantly plugged into 
devices and notifications, it's easy to lose sight of our inner 
selves. While we stay connected to the outside world 24/7, 
many of us silently struggle with emotional disconnection, 
often feeling drained, isolated, or unheard. That’s exactly 
why Moody was created—an AI-powered website built to 
help you pause, check in with yourself, and feel a little 
lighter. Moody gently bridges the gap between technology 
and emotional well-being. It uses a smart combination of 
real-time heart rate monitoring, Natural Language 
Processing (NLP), and powerful Python libraries to sense 
how you're feeling. Whether you’re battling stress, feeling 
low, or just need a mental boost, Moody offers supportive 
prompts, soothing messages, and motivational nudges 
tailored just for you.  What makes Moody truly special is its 
deep respect for your privacy. Every bit of your data—
emotional and physiological—is securely encrypted. 
Nothing is saved or shared, so you can speak your mind 
freely, knowing your personal space is protected. Moody is 
more than just a chatbot. It’s a comforting presence, a 
listening ear, and a quiet reminder that your feelings 
matter. With Moody, emotional care meets thoughtful 
technology—right when you need it most. 

Key Words:  AI (Artificial intelligence), NLP (Natural 
language processing), Arduino, TTS(Text-to-speech-
recognition), CNN (convolutional neural networks) 
 

1.INTRODUCTION 

With growing awareness about mental health and 
emotional well-being, many people are now looking for 
ways to feel supported, especially when professional help 
isn’t always available. In this project, we introduce 
“Moody” – a smart virtual assistant designed to 
understand how you’re feeling, talk to you like a friend, 
and help you cope when you’re stressed or feeling low. 

Moody uses a mix of technologies like speech recognition, 
natural language processing (NLP), and machine learning 
to detect emotions from your voice and words. It’s built 
using a powerful emotion detection model (based on the 
Distil Roberta transformer), and it also talks back using 
text-to-speech, making the interaction feel natural. All 
conversations are saved securely in an encrypted local 
database, so it respects your privacy. One of the coolest 
features of Moody is the heart rate sensor. By checking 
your pulse in real time, Moody can tell if you’re feeling 
anxious or overwhelmed—even if you’re not saying it out 
loud. If it notices a high heart rate and negative emotions 
like sadness or anger, it gently suggests calming activities 
like breathing exercises or offers comforting responses. 
These small actions can make a big difference when 
someone is having a tough moment. The system also 
includes an Arduino setup that responds physically using 
things like LEDs, buzzers, and vibration motors. For 
example, a red LED might light up when you’re angry, or a 
soft vibration might guide you through breathing exercise. 
This kind of feedback makes Moody more interactive and 
helpful, especially for users who prefer visual or physical 
cues. Overall, our goal with Moody is to show how 
combining AI and simple hardware can create a low-cost, 
accessible emotional support tool. As first-year students, 
this project helped us learn how to apply what we’ve 
studied in a real-world way that could actually help 
people. In this paper, we’ll explain how we built it, how it 
works, and why it could be useful for anyone needing a 
little extra support in their day. 

2.LITERATURE REVIEW 

Emotion-sensing technologies have come under the 
spotlight in recent years, especially for improving human-
computer interaction using natural language processing. A 
plethora of methods and types of data (modalities) have 
been investigated by researchers to detect emotions and 
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produce right, empathetic replies. This section 
summarizes recent research that has advanced emotion 
recognition systems as well as emotionally intelligent 
chatbots. Hu et al. (2023) created a voice-controlled 
conversational agent that can detect emotions based on 
speech features like pitch, loudness, and Mel-frequency 
cepstral coefficients (MFCCs) [6]. Their system illustrated 
that processing these vocal signals can make chatbots 
much more emotionally intelligent and responsive. The 
study highlights the promise of combining diverse data 
types—termed multimodal emotion recognition—towards 
more humanlike interaction. Along the same lines, the 
EMMA bot was developed to enhance user well-being by 
identifying emotional states and reacting supportively [4]. 
EMMA employs self-reported affect and passive data 
collection to adapt conversation and provide suitable 
interventions. This research demonstrates the utility of 
not just sensing emotions but also reacting in ways that 
encourage users' mental and emotional well-being. 
Another significant contribution is a music 
recommendation system that tracks physiological signals 
via wearable devices to make inferences about emotions 
[5]. While not a chatbot, this work implies that real-time 
physical measures can enable systems to adapt their 
responses to users' emotional states—further enabling 
future emotion-aware chatbots that take verbal and 
physiological inputs into account. In content 
personalization, a study utilized deep learning to create a 
movie recommendation system that teaches users' 
emotions from written feedback [3]. Methods such as 
convolutional neural networks (CNNs) and recurrent 
neural networks (RNNs) were applied in examining 
emotional content within text to demonstrate how deep 
learning can capture emotional context from language. 
Furthermore, affect-aware recommendation systems have 
been explored for text-based personalization [2]. By 
analyzing user-authored text based on emotional 
dictionaries and sentiment analysis, these systems 
enhance the relevance of content. These approaches can 
be easily extended to chatbots so that they can effectively 
interpret and respond to user sentiment in dialogues. 
Lastly, an emotion recognition and helpful response 
recommendation chatbot was suggested based on natural 
language processing and rule-based reasoning [1]. It infers 
the user's emotional state from text and provides advice 
or solutions with respect to that mood, showing a real-
world solution for emotion-sensitive conversation. 
Together, these research efforts provide significant 
guidance for developing an emotion-detecting chatbot. 
They investigate both one-mode (speech or text) and 
multi-mode (e.g., text and physiological data) emotion 
detection and demonstrate how such systems are able to 
respond to the user differently depending on their 
emotional state. With the ongoing interest in empathetic 
AI, these advancements bring into focus the requirement 
for systems that are able to actually understand and assist 
users—not simply processing what they utter. 

3.METHODOLOGY 

A) System Overview 

The proposed system, Moody, is a multimodal AI-based 
emotional companion that integrates Natural Language 
Processing (NLP) and biometric sensing to identify and 
respond to a user’s emotional state in real time. The 
overall architecture comprises three major modules: 
input acquisition, emotion analysis, and feedback 
generation through Arduino-based components. 

The process begins with the user’s voice input, which is 
captured via a microphone and converted into text using 
the Google Speech Recognition API. This transcribed text 
is then analysed using a Transformer-based sentiment 
analysis model (Distil Roberta) to classify the user’s 
emotional tone—such as sadness, anger, happiness, or 
neutrality. In parallel, a pulse sensor connected to an 
Arduino board continuously records the user’s heart rate 
and oxygen saturation (SpO₂) levels. These physiological 
parameters are processed in real time, and any 
significant deviation—such as a heart rate exceeding 100 
bpm—may indicate anxiety, stress, or emotional arousal. 

Both textual and physiological data streams are fused 
together to achieve a more accurate emotional 
assessment. This multimodal fusion enhances reliability 
compared to traditional text-only emotion detection 
systems. Once the emotion is identified, Moody 
generates an appropriate, empathetic textual response. 
The system also uses Text-to-Speech (TTS) technology to 
speak the response aloud, ensuring a natural and 
engaging conversation experience. 

Arduino components play an essential role in providing 
physical and visual feedback to the user. The system 
employs LEDs, buzzers, and vibration motors to reflect 
or regulate emotional states. For instance, a red LED may 
light up when anger is detected, a blue LED may glow 
during sadness, or a soft vibration may guide the user 
through breathing exercises during stress. This physical 
feedback creates a more immersive and interactive user 
experience. 

To maintain data privacy, all user interactions—
including transcribed text, detected emotions, and 
biometric data—are encrypted using Fernet symmetric 
encryption before being stored locally in an SQLite 
database. No information is transmitted to external 
servers, thereby ensuring complete data confidentiality 
and user trust. 

Additionally, the system incorporates a crisis detection 
mechanism that continuously monitors for distressing or 
self-harm–related language patterns such as “I want to 
end it all” or “I don’t want to live.” When such phrases 
appear in combination with elevated heart rate readings, 
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the system automatically triggers a safety protocol. It 
provides calming voice responses, motivational 
messages, and emergency helpline information to 
support the user during critical moments. 

When prolonged negative emotional patterns or stress 
markers are detected, Moody activates guided 
interventions such as deep breathing instructions, 
mindfulness exercises, and ambient light adjustments. 
These interventions aim to provide immediate emotional 
support and help the user regain calmness. While not a 
substitute for professional therapy, this feature 
demonstrates how AI-driven empathetic interaction can 
assist users in moments of distress. 

Figure 1. Libraries used for the project 

B) Heart Rate Monitoring 

Real-time heart rate data is collected through a pulse 
sensor connected to an Arduino. Raw data passes through 
intense temporal analysis within the system to locate its 
spikes. We are also able to set thresholds (e.g. >100 bpm) 
for different grades of physical stress. Data such as this is 
then synchronized with emotion analysis to create a more 
comprehensive user profile [3]. 

  

Figure 2. Displaying the heart rate monitoring sensor 

C) Crisis detection - The system detects use of crisis 
language ("end it all", "don’t want to live") and 

increased heart rate, prompting immediate support 
responses. This safety mechanism draws inspiration 
from emotion-aware conversational agents with 
crisis-response capability [1]. 

D) Guided Intervention - In this way Adaptation is 
(see below) entirely managed by MoodMate. If it 
detects prolonged negative sentiment or stress 
markers in biometric data, guided interventions are 
initiated by MoodMate. These include breathing 
exercises and aiming audiovisual aids via TTS to lead 
the intervention. This is consistent with practices used 
in emotional support bots like EMMA [4]. 

E) Encryption and Secure Logging - All user 
interaction, including voice transcripts and detected 
emotions, is encrypted in the local SQLite database 
before being sent over Fernet (symmetrical 
encryption). This way we protect user data and 
privacy - a must for any application with either the 
slightest tinge of social aspect. This approach follows 
the security protocols recommended in affect-
sensitive system design [2]. 

 

Figure 3. Flowchart of the proposed methodology 

4.Results and discussions 

The performance of Moody was evaluated through 
controlled experiments designed to measure emotion-
recognition accuracy and system responsiveness. Two 
primary components were analysed: (1) the Natural 
Language Processing (NLP) model for text- and voice-
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based emotion detection, and (2) the Arduino-based 
biometric module for real-time physiological monitoring. 

A. Experimental Setup 

Ten volunteer participants interacted with Moody over 
multiple sessions. Each subject expressed short utterances 
representing the five primary emotional states—
happiness, sadness, anger, fear, and neutrality—both 
verbally and textually. Simultaneously, heart-rate data 
were captured via an Arduino pulse sensor, while the 
Distil Roberta transformer classified the corresponding 
textual emotions. Ground-truth labels were manually 
assigned according to the participants’ intended 
expressions. 

B. Emotion-Recognition Performance 

The transformer-based model demonstrated satisfactory 
recognition accuracy across all categories. Quantitative 
metrics are summarized in the following table. 

Table -1: Performance Metrics for Emotion Detection 

Emotion Precision Recall 
F1--

Score 

Happiness 0.92 0.88 0.90 

Sadness 0.89 0.86 0.87 

Anger 0.86 0.83 0.84 

Fear 0.80 0.78 0.79 

 
The model achieved the highest accuracy for distinct 
emotional expressions such as happiness and neutrality, 
whereas emotions with subtler linguistic markers, notably 
fear, exhibited comparatively lower precision. These 
outcomes align with prior research on transformer-based 
affective modelling. 

C. Biometric Integration and System Latency 

The Arduino pulse sensor yielded an average deviation of 
±3 bpm when benchmarked against a commercial fitness 
tracker, indicating acceptable precision for physiological 
correlation. End-to-end latency—from audio input to 
spoken feedback—averaged approximately 1.8 s, ensuring 
near-real-time interaction suitable for conversational 
applications. 

D. User Evaluation 

A post-session survey revealed that 90 % of participants 
perceived Moody’s responses as empathetic and 
contextually appropriate. Users identified the dynamic 
LED lighting and voice modulation as the most effective 
feedback features. Minor performance degradation was 
observed under high ambient-noise conditions, 
occasionally affecting speech recognition accuracy. 

E. Discussion 

The obtained results demonstrate that Moody can reliably 
identify emotional states and deliver responsive, 
multimodal feedback using lightweight hardware and 
open-source NLP frameworks. The integration of textual 
sentiment with biometric indicators improved robustness, 
particularly in ambiguous cases. Future work will include 
large-scale data collection, fine-tuning of transformer 
parameters, and incorporation of additional bio signals to 
further enhance emotional inference and personalization. 

5.FUTURE SCOPE 

The emotional support chatbot developed in this project 
has significant potential for enhancement and broader 
application. The following future scope outlines areas for 
technical growth, social impact, and research contribution: 

1. Multimodal Emotion Detection: 

  While the current implementation relies on textual and 
speech-based emotion recognition, future versions can 
integrate multimodal analysis using facial expression 
detection via a camera and physiological signals (e.g., 
heart rate variability, galvanic skin response) for more 
accurate mood detection. 

2. Language Expansion and NLP Improvements: 

   In future the chatbot can support languages like (Hindi, 
Marathi, Spanish, French, and German), future iterations 
can include real-time language detection, regional dialect 
support, and contextual translation accuracy 
improvements using transformer-based multilingual 
models like M2M100 or NLLB. 

3. Personalized Emotional Intelligence: 

   By integrating machine learning models that learn from 
past conversations, the chatbot could develop user-
specific emotional profiles, enabling personalized mental 
health support, adaptive responses, and more natural 
dialogue. 

4. Integration with Health Devices: 

   Integration with wearable health devices like 
smartwatches and fitness bands can help track real-time 
biometrics (e.g., heart rate, sleep patterns, oxygen levels), 
allowing the chatbot to provide proactive emotional 
support based on physiological indicators. 

5. Mental Health Support Features: 

   The chatbot can evolve into a mental health companion 
by incorporating CBT (Cognitive Behavioral Therapy) 
techniques, mood journaling, meditation guides, and crisis 
intervention resources, while ensuring ethical AI use and 
data privacy. 
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6. Deployment as Mobile & Web App: 

   Packaging the chatbot into cross-platform applications 
(Android, iOS, Web) with a user-friendly interface and 
accessibility options can significantly broaden its reach 
and usability, especially in remote or underserved regions. 

7. Data-Driven Insights for Mental Health Research: 

   With user consent and anonymization, the conversation 
logs and emotional trends can be analyzed to generate 
population-level mental health insights. These findings 
could assist psychologists, researchers, and policymakers 
in understanding emotional behavior patterns across 
different demographics. 

8. Offline and Low-Resource Accessibility 

   By incorporating lightweight NLP models and offline 
translation/recognition capabilities, the chatbot can 
support low-bandwidth or no-internet environments, 
increasing its utility in rural or disaster-struck areas. 

6.Conclusion 

To sum up, Moody is more than just a piece of 
technology—it’s a thoughtful blend of artificial 
intelligence, IoT, and human-centred design aimed at 
supporting emotional well-being. By combining speech 
recognition, emotion detection through natural language 
processing, and real-time responses using biometric 
feedback, Moody offers a sensitive and accurate way to 
understand how a person is feeling. 

What makes Moody stand out is its ability to not only react 
to emotions but to truly support users in moments of 
distress. With features like crisis detection, personalized 
voice feedback, and suggestions such as breathing 
exercises, it becomes a comforting presence, not just a 
device. Its ability to adapt to individual users and even 
respond to external factors like the weather makes the 
interaction feel more natural and empathetic. 

As it continues to evolve, Moody has the potential to make 
mental health support more accessible and meaningful. 
With deeper emotional insights, richer input methods, and 
future clinical validation, Moody could become a trusted 
emotional companion for anyone navigating the ups and 
downs of daily life 
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