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Abstract - Understanding plant biology and classification of 
plant species stands out as an important issue in the field of 
biology. In recent years, with advancements in the field of 
artificial intelligence, the use of artificial intelligence for plant 
classification has increased. In this context, plant leaf images 
have begun to be examined with artificial intelligence. 
However, in the classification of plant species using artificial 
intelligence, the use of cell images may provide more accurate 
and reliable results compared to leaf images. Cell images allow 
for a closer focus on the genetic structure and fundamental 
characteristics of the plant, whereas leaf images may be more 
sensitive to environmental variability. Therefore, in plant 
classification using artificial intelligence, analyses based on 
cell images are preferred. In this study, microscopic cell 
images of four different plant species (Ficus Benjamin, 
Spathiphyllum, Ficus Elastica and Anthurium) were classified 
using machine learning methods such as KNN, SVM, Logistic 
Regression, Decision Trees and Random Forest. In order to 
classify plant species, a new data set consisting of microscopic 
cell images of four different plant species was created. Using 
this data set, plant species were classified with five different 
machine learning methods and their success accuracies were 
compared. As a result of the comparison, the best plant species 
classification was obtained by Random Forest with a success 
rate of 96.74%, and the worst plant species classification was 
obtained by the KNN method with a success rate of 86.05%. 
According to the results obtained, it was seen that microscopic 
plant cell images were successfully classified using machine 
learning methods.)  

Key Words:  Machine Learning, KNN, SVM, Logistic 
Regression, Decision Trees, Random Forest, Plant 
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1.INTRODUCTION 

Nowadays, the use of artificial intelligence is increasing. One 
of the areas where artificial intelligence is most used is 
image classification studies [1][2][3][4]. During the image 
classification process, artificial intelligence applications can 
detect qualities in images that are difficult to detect by the 
human eye. Thanks to these detections, the machine trains 
itself and decides which class the new images should belong 
to, with the help of different features in different image 
classes. Image classification studies have gained significant 

momentum with the rapid development of artificial 
intelligence [5]. These studies aim to increase accuracy rates 
by replacing humans in various fields. However, in a complex 
field such as plant classification, the integration of artificial 
intelligence is of great importance in order to obtain more 
consistent results that are not user-dependent. Artificial 
intelligence-supported systems can provide more reliable 
and consistent results by minimizing human error. Artificial 
intelligence can be used as an analysis method to 
automatically measure plant traits to aid genetic discoveries 
[6]. When studies on plant species classification in the 
literature are examined, plant leaf images are generally used 
as the dataset. Many image classification studies carried out 
to classify plants for various purposes show that 
classification is achieved with high success rates if 
appropriate data is used. 

2. LITERATURE SURVEY 

Wu et al. present a neural network approach to recognize 
plant leaves in their study. The computer can automatically 
classify leaf images of 32 different plant species loaded from 
digital cameras or scanners. For this purpose, the PNN 
(Probabilistic Neural Network) method, which attracts 
attention with its fast training process and simple structure, 
was preferred. 12 features were extracted, which were 
processed by PCA(Principal Component Analysis) to 
generate the input vector. Experimental results show that 
the algorithm can work with more than 90% accuracy. 
Compared to other methods, this algorithm has been 
determined to be fast, effective and easy to implement [7]. 

In Doğan and Türkoğlu's research, deep learning methods 
were used to classify plant leaves and the performance of 
these methods was evaluated. They used a total of 7628 leaf 
images from 32 plant classes in their study. Using deep 
learning algorithms such as GoogleNet, AlexNet, ResNet50, 
Vgg16, Vgg19, they achieved successful results in the range 
of 97.77%-99.72% in classifying plant leaves [8]. 

In their study, Yaman and Tuncer aimed to detect leaf 
diseases using deep learning and feature selection methods 
using 726 images of walnut leaves. Images were divided into 
two classes: healthy and diseased, 17 different deep learning 
models were evaluated and DarkNet53 and ResNet101 were 
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selected as the two models with the highest performance. By 
combining the features of these models, feature extraction 
was carried out with a hybrid approach and features were 
selected using the ReliefF algorithm. SVM algorithm, a 
machine learning method, was used to classify the selected 
features and 99.58% accuracy was achieved. This study 
provides an effective tool for early detection of plant 
diseases [9]. 

In their study by Shruthi et al., the general stages of machine 
learning classification techniques for plant disease detection 
were presented and a comparative study was conducted. In 
this study, machine learning methods such as KNN, SVM and 
deep learning methods were used, and it was observed that 
CNN (Convolutional Neural Networks) provided high 
accuracy and detected more diseases in more than one 
product [10].  

Sabancı et al. in their study, they conducted a research on the 
classification of leaves using a data set containing 14 
different physical properties of 12 different leaf species. The 
classification success of leaves was examined using various 
(KNN, MLP, NaiveBayes, RBFNetworks, KStar, J48) data 
mining, machine learning and deep learning algorithms. As a 
result of the classifications, success rates between 86.52% 
and 94.32% were obtained. The results of the study show 
that artificial neural networks can be used effectively in 
classifying plant leaves and that MLP performs better than 
other classification algorithms [11]. 

Priya et al. in their study, a research was conducted on plant 
classification processes by using a data set containing leaf 
images of 15 different plant classes and classifying these 
data with SVM and KNN machine learning methods. As a 
result of the research, it was determined that the results 
obtained from SVM provide more successful results 
compared to the KNN method [12]. 

Significant success rates have been achieved by using many 
artificial intelligence methods in the literature review 
regarding the classification of plants. In many plant 
classification studies in the literature, plant leaves have been 
used, but it seems that the classification process based on 
plant cells is insufficient. For this purpose, in the process of 
classifying plants, the characteristics of each plant species 
should be determined and it should be decided which 
features should be taken into consideration for classification. 
However, if the data examined are similar to each other, 
determining the characteristics of the species makes the 
classification process difficult. Therefore, the main aim of 
this study is to ensure successful classification of cell images 
of different plant species using machine learning methods. In 
this way, it will contribute to a better understanding of plant 
biology, accelerate the identification process of plant species 
and make a significant contribution to studies on the 
conservation of biological diversity. This research will make 
a significant contribution to the field of plant cell 

classification by adopting an interdisciplinary approach 
including biology, artificial intelligence, and data science. The 
achievements to be achieved will provide significant support 
to efforts to preserve biodiversity by allowing faster and 
more effective research in fields such as plant biology, 
agriculture and environmental sciences. For this reason, 4 
different plant species were classified using a new dataset 
consisting of microscopic cell images with the KNN, SVM, 
Logistic Regression, Decision Trees and Random Forest 
methods discussed in the study. Using this dataset, the 
classification experimental results of five different machine 
learning methods were compared. The contributions of this 
study can be summarized as follows: 

1. Faster, more precise and more effective results will be 
obtained in the classification of plant species than traditional 
methods. 

2. Ensuring classification accuracy by using microscopic 
plant cell images in plant biology research will allow the 
discovery of new scientific information. 

3. It will offer application potential in understanding plant 
biology and classifying plant species in many fields such as 
agriculture, biotechnology and natural resource 
management. 

4. By using microscopic cell images instead of leaf images in 
the classification of plant species, it will be possible to 
classify with cell images obtained from a small part of the 
plant's leaf, even if we do not have the entire leaf. 

5. It will be possible to obtain more precise results from two 
different sources with classification studies on both leaf 
images and microscopic cell images. 

3. MATERIAL AND METHODS 

3.1. Dataset and Image Pre-processing 

Microscopic cell images of ficus benjamin, spathiphyllum, 
ficus elastica, and anthurium plants were used in the study. 
While creating the dataset, sections were taken from the 
leaves of each plant in the study and different images were 
obtained under the microscope using 40/0.65 - 160/0.17 
objective zoom and 10x eyepiece size. After these images 
were taken with a high-resolution camera, sections with 
dimensions of 256×256 pixels were taken during the data 
pre-processing stage. The data obtained was used as 80% 
training data and 20% as test data to be used in machine 
learning methods. Images of the data set used are given in 
Figure 1. 
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Figure 1: Sample data set image obtained according to 
plant species (a) ficus benjamin, (b) spathiphyllum, (c) 

ficus elastica, (d) anthurium 

The obtained images were divided into training and test data 
in the numbers specified in Table 1 to be used with KNN, 
SVM, Logistic Regression, Decision Trees and Random Forest 
machine learning methods. 

Table 1: Numbers of training and test images separated 
by plant species 

Plant Type Train (%80) Test (%20) Total 

Ficus benjamin 1252 313 1565 

Spathiphyllum 552 138 690 

Ficus elastica 584 146 730 

Anthurium 680 170 850 

Total 3068 767 3835 

 

3.2. Machine Learning Methods 

In areas such as image classification, machine learning 
methods can quickly process large data sets and classify 
them successfully [2]. Well-trained models tend to provide 
more accurate results than humans and can be used in a 
variety of industries, as well as offering flexibility with their 
scalability and ability to adapt to different types of data [13]. 
Since they can be continuously improved, they increase 
classification accuracy and improve the performance of 
systems. 

3.2.1 KNN (K-Nearest Neighbor) 

KNN algorithm is a widely used machine learning method in 
the literature. In this method, a feature is selected and then it 
classifies the samples within the k neighbors closest to this 
feature. Various metrics are used in proximity calculation. 
When calculating the distance between new data and existing 

data, methods such as Manhattan or Euclidean are preferred 
[14]. According to the basic operation, in order to classify an 
object, its nearest neighbors are examined. Among these 
neighbors, it is inferred that the neighbors with the most 
common features and the examined object are in the same 
class. The number of neighbors (k) is determined by the user. 
The user evaluates the performance of the model by trying 
different numbers of neighbors. It tries to determine the most 
suitable number of neighbors by measuring the accuracy rate 
of the model. The number of neighbors is usually determined 
as an odd number, so that there is no equality between 
neighbors in the classification process [15]. The general 
structure of the KNN algorithm is given in Figure 2. 

 

Figure 2: KNN classification example [16] 

3.2.2. SVM (Support Vector Machine) 

Vladimir N. Vapnik and Alexey Y. Chervonenkis began 
working in the fields of learning theory and statistical 
learning in the Soviet Union in the early 1960s. During this 
period, they laid the foundations of SVM by concentrating on 
basic concepts. Vapnik's book "The Nature of Statistical 
Learning Theory", published in 1995, is an important 
resource covering the modern formulation and foundations 
of SVM [17]. In 1995, Vapnik and Cortes published a paper 
called "Support-Vector Networks" [18]. This article described 
the modern formulation of SVM, demonstrating its 
effectiveness in classification problems and increasing the 
popularity of SVM. In this way, SVM has become an important 
machine learning algorithm over time. SVM is one of the 
developed machine learning algorithms and also provides 
solutions to classification problems. SVM is a machine 
learning algorithm widely used in the field of pattern 
recognition and classification problems [19][20]. The general 
structure of the SVM algorithm is given in Figure 3. 



          International Research Journal of Engineering and Technology (IRJET)     e-ISSN: 2395-0056 

                Volume: 11 Issue: 05 | May 2024              www.irjet.net                                                                        p-ISSN: 2395-0072 

  

© 2024, IRJET       |       Impact Factor value: 8.226       |       ISO 9001:2008 Certified Journal       |     Page 856 
 

 

Figure 3: SVM classification example [21] 

The basic principle of SVM is to determine the solution that 
can best linearly separate the data [22]. Non-linear data is 
analyzed by moving it to another dimension using the 
transformation technique. The number of samples used in 
SVMs is negligible. SVM can classify previously undetermined 
data during learning. This is possible with its generalization 
ability and is the most important feature that distinguishes it 
from other methods. Today, SVM plays an important role in 
data mining, gene analysis, and pattern recognition and 
classification problems, enabling accurate results to be 
obtained [23]. 

3.2.3. Logistic Regression 

Logistic Regression is an algorithm used to determine the 
effect of independent variables on a set of dependent 
variables and to make predictions and classifications 
accordingly [24]. Dependent variables can structurally take 
continuous or categorical values. In classification problems, 
the dependent variable is generally used categorically and 
with two levels. Logistic regression analysis is preferred 
when the dependent variable is two-level [25]. 

In addition, the model to be created with this method aims to 
realize the relationship between dependent and independent 
variables with the least possible variables and the best fit 
[26]. 

3.2.4. Decision Trees 

Decision trees are a machine learning method often used to 
solve classification and regression problems. Decision trees 
use the features in the dataset to create decision rules and 
classify or evaluate data points using this rule set [27]. 
Decision trees are used in many industries and applications, 
especially in classification and prediction problems. The basic 
structure of the decision tree consists of three main 
components: nodes, branches and leaves. Each feature is 
expressed by a node, and the parts between the root and the 
leaves form the branches [28]. An example of a decision tree 
is given in Figure 4. 

 

Figure 4: General structure of the decision trees 

3.2.5. Random Forest 

Random forest algorithm is one of the prominent ones among 
successful classification methods [29]. Random forest is an 
ensemble learning method frequently used for classification 
and regression problems. In this method, more than one 
model is brought together to create a more powerful and 
generalizable model. The random forest algorithm first 
analyzes the classes of training data and then makes a 
conclusion based on decision trees to predict the classes of 
test data [30]. Additionally, when splitting at each node, 
randomly selected features are used to create the decision 
tree. Randomly selecting these features ensures that each 
tree is different from each other. The main principle of 
Random Forest is to make a stronger prediction by 
combining the predictions of each tree, using the ability of 
each decision tree to make predictions alone [31]. For 
classification problems, these predictions are often combined 
by a voting method: each tree makes a prediction for a class 
and determines the class with the most votes as the final 
prediction. 

Although the Random Forest method is specific to decision 
trees, it is a generally valid approach for all classifiers, and 
being fast and being able to handle many variables as input is 
an important advantage [32]. 

4. RESULTS AND DISCUSSION 

Classification results of a total of 3835 plant cell images 
belonging to 4 plant classes were obtained using KNN, SVM, 
Logistic Regression, Decision Trees and Random Forest 
machine learning methods. These results were analyzed 
supported by performance tables and confusion matrices. In 
the performance tables, the model's accuracy, precision, 
recall, f1-score, support, macro average and weighted 
average results were calculated. The confusion matrix is a 
table in which the results obtained with the developed 
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classification model are compared numerically with the 
actual values. All results in the performance table can be 
calculated using the data in this matrix. 

According to the experimental results obtained, an accuracy 
value of 86.05% was obtained with the KNN method. In the 
KNN algorithm, the number of neighbors that gave the most 
successful results was determined to be 3 by trial and error 
method. Classification performance results are given in 
Table 2 and the confusion matrix obtained according to the 
prediction results is given in Figure 5. 

Table 2: Performance results obtained with the KNN 
method 

Plant Type Precision Recall F1-
Score 

Support 

ficus benjamin 1.00 1.00 1.00 313 

spathiphyllum 0.57 0.98 0.72 138 

ficus elastica 0.99 0.93 0.96 146 

anthurium 0.96 0.45 0.61 170 

 

accuracy   0.86 767 

macro avg 0.88 0.84 0.82 767 

weighted avg 0.91 0.86 0.86 767 

 

 

Figure 5: Confusion matrix obtained as a result of 
classification with the KNN method 

According to the experimental results obtained, an accuracy 
value of 83.70% was obtained with the SVM method. 
Classification performance results are given in Table 3 and 
the confusion matrix obtained according to the prediction 
results is given in Figure 6. 

Table 3: Performance results obtained with the SVM 
method 

Plant Type Precision Recall F1-
Score 

Support 

ficus 
benjamin 

1.00 1.00 1.00 313 

spathiphyllum 0.54 0.88 0.67 138 

ficus elastica 0.97 0.95 0.96 146 

anthurium 0.81 0.41 0.54 170 

 

accuracy   0.84 767 

macro avg 0.83 0.81 0.79 767 

weighted avg 0.87 0.86 0.83 767 

 

 

Figure 6: Confusion matrix obtained as a result of 
classification with the SVM method 

According to the experimental results obtained, an accuracy 
value of 77.84% was obtained with the logistic regression 
method. Classification performance results are given in 
Table 4 and the confusion matrix obtained according to the 
prediction results is given in Figure 7. 

Table 4: Performance results obtained by logistic 
regression method 

Plant Type Precision Recall F1-
Score 

Support 

ficus benjamin 0.99 0.92 0.95 313 

spathiphyllum 0.51 0.86 0.64 138 

ficus elastica 0.81 0.87 0.84 146 
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anthurium 0.75 0.37 0.50 170 

 

accuracy   0.78 767 

macro avg 0.76 0.75 0.73 767 

weighted avg 0.81 0.78 0.77 767 

 

 

Figure 7: Confusion matrix obtained as a result of 
classification with the logistic regression method 

According to the experimental results obtained, an accuracy 
value of 80.83% was obtained with the decision trees 
method. Classification performance results are given in 
Table 5 and the confusion matrix obtained according to the 
prediction results is given in Figure 8. 

Table 5: Performance results obtained with the decision 
trees method 

Plant Type Precision Recall F1-
Score 

Support 

ficus benjamin 0.94 0.93 0.93 313 

spathiphyllum 0.64 0.75 0.69 138 

ficus elastica 0.77 0.75 0.76 146 

anthurium 0.77 0.68 0.72 170 

 

accuracy   0.81 767 

macro avg 0.78 0.78 0.78 767 

weighted avg 0.81 0.81 0.81 767 

 

 

Figure 8: Confusion matrix obtained as a result of 
classification with the decision trees method 

According to the experimental results obtained, an accuracy 
value of 96.74% was obtained with the random forest 
method. Classification performance results are given in 
Table 6, and the confusion matrix obtained according to the 
prediction results is given in Figure 9. 

Table 6: Performance results obtained with the random 
forest method 

Plant Type Precision Recall F1-
Score 

Support 

ficus benjamin 0.99 1.00 1.00 313 

spathiphyllum 0.89 0.96 0.92 138 

ficus elastica 1.00 0.97 0.99 146 

anthurium 0.96 0.91 0.94 170 

 

accuracy   0.97 767 

macro avg 0.96 0.96 0.96 767 

weighted avg 0.97 0.97 0.97 767 
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Figure 9: Confusion matrix obtained as a result of 
classification with the random forest method 

In addition, the success accuracy rates of the machine 
learning methods considered in the study in classifying 4 
different microscopic cell images were compared and are 
given in Table 7. 

Table 7: Classification accuracy rates of each machine 
learning 

Machine Learning Method Classification 
Accuracy Rate 

KNN %86,05 

SVM %83,70 

Logistic Regression %77,84 

Decision Trees %80,83 

Random Forest %96,74 

 
4. CONCLUSIONS 

In this study, microscopic cell images of four different plant 
species (ficus benjamin, spathiphyllum, ficus elastica, and 
anthurium) were used to classify the species of plants using 
machine learning methods such as KNN, SVM, Logistic 
Regression, Decision Trees and Random Forest. When the 
experimental results obtained are examined, the highest 
success rate was achieved with Random Forest, with a 
success rate of 96.74%, and it can be said that it is very 
successful for classification processes with artificial 
intelligence. The results obtained from other methods are in 
the range of 77.84% - 86.05% success accuracy. Although the 
results obtained from these methods are low compared to 
the Random Forest method, they can generally be 
interpreted as meaningful classification rates. When the 
results were examined, it was seen that machine learning 

methods could be used effectively in plant classification 
based on microscopic cell images of the plant species. In 
particular, it has been observed that the Random Forest 
method provides high accuracy and improves classification 
performance.  

As a result, it emphasizes that machine learning methods can 
play an important role in plant biology research and the 
necessity of adopting a new perspective in the field of plant 
species classification. In addition, the success of machine 
learning in classifying plant cell images also contributes to 
the development and increased use of artificial intelligence. 
Researchers can achieve successful results by classifying 
with artificial intelligence. These studies can guide future 
researchers and effective classification models can be 
developed using larger data sets. Additionally, general 
comparative analyzes can be made using more artificial 
intelligence methods. 
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