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Abstract - Intelligent connected cars (ICVs) are expected to 
improve transportation in the near future, making it safer, 
cleaner, and more comfortable for passengers. Even though 
many ICV prototypes have been created to demonstrate the 
notion of autonomous driving and the viability of perfecting 
business effectiveness, there is still a long way to go before 
high-position ICVs are produced in large quantities. The goal 
of this study is to provide an overview of key technologies 
needed for future ICVs from both the current state of the art 
and future perspectives. Reviewing every affiliated workshop 
and predicting their future perspectives is a taxing effort, 
especially for such a complicated and diverse field of research. 

Advanced driver-assistance systems (ADASs) have become a 
salient feature for safety in ultramodern vehicles. They're also 
a crucial underpinning technology in arising independent 
vehicles. State-of-the-art ADASs are primarily vision grounded, 
colorful type of features for partner. Automatic Emergency 
Braking (AEB) and other advanced- seeing technologies are 
also getting popular. In this composition, this composition is 
organized to overview the ICV key technologies or Features of 
ADAS. We bandy approaches used for vision- grounded 
recognition and detector emulsion in ADAS results. We also 
punctuate benefits for the coming generation of ADASs. 

This abecedarian work explains in detail systems for active 
safety and motorist backing, considering both their structure 
and their function. These include the well- known standard 
systems similar as Electronic Stability Control (ESC) or 
Adaptive voyage Control (ACC), Omni View( Bird eye View), 
Head- up display. But it includes also new systems for 
guarding collisions protection, for changing the lane, or for 
accessible parking. 

The paper aims at giving a complete picture fastening on the 
entire Features. First, it describes the factors, which are 
necessary for backing systems, similar as detectors, and 
control rudiments. also, it explains crucial features for the 
stoner-friendly design of mortal- machine interfaces between 
motorist and backing system. 

Keywords: Intelligent connected vehicles (ICVs), Lidar, 
ADAS level, Automatic Emergency Braking, Adaptive 
cruise control, Drowsiness, Lean Assistant, Head-Up 
display, Omni View. 

1. INTRODUCTION  

One of the biggest socioeconomic issues in the world today is 
the amount of traffic accidents. The WHO estimates that each 
year, up to 50 million people are injured and 1.2 million 
people are murdered. If the automatic systems were 
employed to assist humans during braking, many of these 
accidents may have been prevented. Although Advanced 
Drive Assistance Systems (ADAS) cannot totally prevent 
accidents, they can better protect us from some human 
causes, and the majority of traffic accidents are the result of 
human error. We could alter driver behaviour, take vehicle-
related actions, and implement road infrastructure-related 
actions to reduce traffic accidents. Making the switch from 
passive to active safety measures is another strategy. 
Airbags, the design of the vehicle's body, seatbelts, and head 
restraints are examples of passive safety measures. 
Electronic stability control (ESC), anti-lock braking systems 
(ABS), and other Advanced Driver Assistance Systems, such 
as intersection collision avoidance (ICA) and line 
maintaining assistant, are examples of active safety 
measures (LKA). We can now deploy ICT (Information and 
Communication Technology) based ADAS systems, which 
constantly help drivers with their driving jobs, to prevent 
accidents. The document provides a summary of the most 
widely used and selected technology and components for 
intelligent transportation systems. This review only 
highlights a few exemplary instances of the available 
technologies rather than exploring all potential choices. 
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Table -1: Summary of levels of driving automation for on-
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The below table gives a brief overview of already introduced 
driver assistance systems (for both passenger and 
commercial vehicles) and of systems which are on the way to 
enter the market. 

The below long features list of advanced driver assistance 
systems, or ADAS as it is called in the automotive 
industry. ADAS is an umbrella term. Its individual 
technologies are small autonomous systems. Taken together, 
ADAS is essentially a self-driving system, but it is not 
promoted as such because of regulatory reasons.  

Table -2: Current and future systems/functions for 
vehicle automation 

 

The global engineers’ association SAE has listed six levels of 
autonomy from level zero – for no autonomy, just 
mechanical vehicles – to level 5, which is full self-driving or 
autonomous capabilities. ADAS systems fit into various 
levels of autonomy – depends on how many of those 
individual elements are contained within the car. 

2. OVERVIEW OF AUTOMOTIVE SYSTEM SAFETY 

Security in car frameworks has been a central issue since the 
beginning of on-street vehicles. A few original equipment 
manufacturers (OEMs) have endeavored to resolve this issue 
by creating different security frameworks to safeguard 
inhabitants inside a vehicle as well as forestall wounds to 
individuals outside the vehicle. These frameworks are 
basically arranged into two kinds: (1) passive (or reactive) 
and (2) active (or proactive). Passive wellbeing 
frameworks safeguard vehicle tenants from wounds after an 
accident, e.g., safety belts, air packs, and cushioned 
dashboards. Because of a reliable shopper interest for more 
secure vehicles, latent wellbeing frameworks that have been 
under persistent improvement for a long time have been 
increased by dynamic security frameworks, which look to 
keep an accident from happening by and large. Dynamic 
frameworks are one of the primary areas of interest and 
have seen significant development in the present vehicles. 
Instances of such frameworks incorporate path keeping, 
programmed slowing down, and versatile voyage control. 
These frameworks are regularly known as ADASs and are 
turning out to be progressively famous as a way for car 
makers to separate their contributions while advancing 
shopper wellbeing. 

 

Fig -1: ADAS Features 

Modern-day ADASs are also crucial technologies to realize 
autonomous vehicles. Still, several challenges with the 
design, implementation, and operation of ADASs remain to 
be overcome. Some of these challenges include minimizing 
energy consumption, reducing response latency, adapting to 
changing weather conditions, and security. In this 
composition, we give a synopsis of the geography of ADAS 
exploration and development to address these challenges. 

 

0 Lane change assist (LCA) Available
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0 Park distance control (PDC) Available

1 Adaptive cruise control (ACC) Available

1 Park assist (PA) Available

1 Lane keeping assist (LKA) Available

2 Park assistance Available

2 Traffic jam assist Available

3 Traffic jam chauffeur Available

3 Motorway chauffeur (MWC) 2022+

4 Highway pilot 2022+

4 Piloted parking 2022+

5 Robot taxi (fully automated private vehicle) 2022+
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https://roboticsandautomationnews.com2017/06/05/saes-full-list-of-levels-for-autonomous-vehicles/12669/
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3. WORKING OF ADAS 

ADAS employs camera-based sensors to assist the driver in 
becoming more alert to the driving environment. Motorcars 
are the foundation of the future of mobile- connected bias, 
with significant progress in driverless vehicles. SoCs, or 
systems- on-a-chip, is a collection of chips used to apply 
independent operation results. These chips link detectors to 
selectors via interfaces and high- performance electronic 
control units (ECUs). 

ADAS is incorporated into the original design of many late-
model automobiles and is upgraded when new models and 
features are introduced by automakers. In order to provide 
beneficial security mechanisms, the systems make use of a 
variety of data inputs. A collection of high-quality detector 
systems that match or exceed human vision is known as 
machine imaging. This includes real-time data, which is one 
of these data sources, 360-degree content, 3D object 
resolution, and good visibility in adverse lighting and rainfall 
conditions. 

 

Fig -2: The state of the ADAS sensor used 

This indicates that in order to meet ever-higher performance 
standards while simultaneously lowering power and space 
requirements, hardware designers employ process nodes 
that are becoming increasingly sophisticated. 

Other than the main vehicle platform, there are more inputs 
that can be gathered from sources like other vehicles (V2V) 
or vehicle-to-infrastructure (V2X) like Wi-Fi. ADAS will 
continue to link to wireless networks in the coming 
generations using V2V and V2X data in order to provide 
more safety and financial benefit. 

Using these visual processing abilities, annotation services 
for ADAS help vision systems surrounding the vehicle see it 
inside a safe bubble against motorist error, road 
obstructions, other cars, and pedestrians. ADAS feeds 
recognition and tracking information to on-board safety 
systems in order to identify motorist somnolence, lane 
departure warning, collision avoidance, and defensive 
measures to prevent accidents and improve the driving 
experience. 

Similar to adaptive cruise control, which adjusts a vehicle's 
speed to maintain a safe distance from the vehicle in front, 
ADAS also includes propulsion capabilities. More important 
ADAS features can manage steering and propulsion without 
the driver's primary intervention in certain situations, such 
as an interstate trip or stop-and-go business. Typically 
referred to as Level 2+ active safety systems, these systems 
include some of the most extensive features currently 
available. 

The potential for ADAS to save lives may be significantly 
increased by these characteristics. For instance, the 
Insurance Institute for Highway Safety found that forward 
collision advising systems reduced front-to-rear collisions by 
27% when they included the ability to stop autonomously. 
Additionally, backing accidents are reduced by 17% and 
78% respectively by automated rear braking and rear view 
cameras. 

3.1 Building Blocks for Automated Driving: Key 
Technologies 

In order to improve security and speed of response, ADAS 
technology was developed through possible early warning 
automated alarm systems. These technologies have been 
developed to automate and improve driving procedures in 
order to address mortal miscalculations and related driving 
behaviors because the majority of road accidents are caused 
by human error. By lowering the overall number of business 
accidents, these safety systems aim to improve road safety 
and lessen the number of injuries. 

The building blocks for automated driving are shown in Fig. 
3. They constitute three layers covering vehicle control 
(layer 1), sensing (layer 2), and processing and decision-
making (layer 3). 

 

Fig -3: Building blocks for automated driving 

Vehicles capable of (highly) automated driving are 
controlled agents integrating environment perception and 
modelling, localization and map generation, path planning, 
and decision-making. 
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The block “Environment Perception and Modelling” provides 
a real-time model of the surrounding environment. 

3.2 Type of ADAS System 

ADAS system divided into two type:- 

 

a.) Passive ADAS System:-  

In a passive ADAS system, the computer warns the driver of 
a dangerous situation despite the presence of any or all 
detectors. In order to avoid an accident brought on by this 
circumstance, the driver must change lanes. 

Sirens, flashing lights, and, in some cases, another auto 
(blind spot detection) that previously took tactile input, 
similar to a steering wheel that vibrates to warn the driver of 
the zone they are entering, are typical warning systems. The 
driver receives crucial information that enables him to make 
stylish decisions while driving. Through a mortal-machine 
interface (MMI), passive ADAS provides real-time 
information about the driving terrain as well as warnings 
about potential dangers. 

There are three modes of data transmission: haptic, auditory, 
and visual senses the architecture of ADAS data presentation 
has traditionally made extensive use of visual and audio 
warnings. Visual cues are easy to understand and can be 
used to send colorful messages that use colour and 
emblematic information. The most common method for 
disseminating information is this one. Warnings can be 
displayed visually on a vehicle's centre panel or dashboard. 
However, doing so may result in motorist attention gaps 
known as "eye-off-road." 

Examples:-  

 Back-up Camera. 

 ESC - Electronic Stability Control. 

 TCS - Traction Control System: Incorporates aspects of 
both ABS and ESC above, to assist the driver in 
maintaining adequate traction when negotiating turns 
and curves. 

b.) Active ADAS System:-  

In these ADAS systems, the vehicle actively behaves. The car 
may operate independently to avert worst-case 

circumstances. Automatic emergency braking (AEB) 
recognizes an impending collision and automatically applies 
the brakes. Adaptive cruise control (ACC), lane-keeping 
assist (LKA), lane centering (LC), and traffic jam assist are 
examples of functional features.  

The Active ADAS System automatically modifies the host 
car's speed from its pre-set level if a slower vehicle is in its 
path (as in regular cruise control). The car is automatically 
accompanied by LKA and LC to keep it inside the lane lines. 
Business jam assist combines adaptive cruise control (ACC) 
and lane centering for use in commercial traffic scenarios 
(LC). These automated components provide the basis of cars 
that are partially or completely autonomous. 

Example:-  

 Adaptive Cruise Control 

 Lane Keeping Assist and Lane Centering 

3.3 Importance of ADAS 

3.3.1 Automates the enhancement of safety systems 

The number of drivers increases as safety initiatives are 
automated implemented and upgraded. By warning drivers 
of implicit problems or taking control of the vehicle to avoid 
them, ADAS aims to prevent collisions. 

3.3.2 Actions adaptive features 

The number of drivers increases as safety initiatives are 
automated implemented and upgraded. By warning drivers 
of implicit problems or taking control of the vehicle to avoid 
them, ADAS aims to prevent collisions. 

3.3.3 Helps in the perception of traffic context 

The centre of the traffic-driver-vehicle cycle is the motorist. 
The traffic situation is fed into the motorist perception 
system, which then acts as a motivator for the driver's intent. 
The intention conclusion system will thus be improved by 
knowing the current traffic script. 

3.3.4 Understands and analyses driving behaviour 

Driver actions like checking their mirrors before changing 
lanes are the most important signals. Before changing lanes, 
the driver must go through a series of checks to make sure 
they are fully informed. Therefore, driving gesture analysis is 
necessary to ascertain the driver's intent. In order to 
anticipate a driver's lane-changing intention, it is essential to 
comprehend the human intention process, including how the 
intention is generated and its triggers. The nature of driver 
intention is the first issue that needs to be addressed. 
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3.3.5 Provides solutions for predictive maintenance 

By combining pall computing, edge computing, sensor data 
collection, and analytics, predictive technology analyses risks 
and transmits data via the cloud to notify customers of any 
vehicle issues. The fuel level, tire pressure, engine status, 
navigation route, speed, and temperature are all monitored 
by in-vehicle sensors to alert the driver and ensure safety. By 
anticipating and prioritizing performance goals, many 
conservation issues can be avoided before time. 

4. FEATURE OF ADAS 

Significant automotive safety improvements in the history 
(e.g., shatter-resistant glass, three-point seatbelts, airbags) 
were passive safety measures designed to minimize injury 
during an accident. Today, ADAS systems actively improve 
safety with the help of embedded vision by reducing the 
occurrence of accidents and injury to occupants.  

Some of the most common ADAS Features are: 

 

Fig -4: Feature in the vehicle of ADAS 

A new AI function that uses detector emulsion to identify 
and reuse objects is incorporated into the vehicle's cameras. 
With the assistance of image recognition software, 
ultrasound detectors, LIDAR, and RADAR, detector emulsion 
combines large quantities of data in a manner that is 
analogous to how the human brain processes information. A 
human driver could never physically respond as quickly as 
this technology can. It is able to evaluate what is shown on a 
streaming videotape in real time, determine how to respond, 
and evaluate the videotape itself. 

ADAS feature are divided into four category and each 
category. The below hierarchy show all the type of 
features: - 

 

4.1 COLLISION AVOIDANCE 

Automatic braking and collision avoidance are beginning to 
be incorporated into ADASs. A safety system called a 
collision avoidance system helps drivers avoid imminent 
collisions and lowers the risk of them happening. This is 
accomplished by combining a number of previously 
mentioned features, such as distance estimation, vehicle 
detection, and object tracking. A vehicle can predict a 
collision based on this combination of data and prevent it 
from occurring by braking or even steering out of the way. 
Technologies and sensors like radar, lasers, cameras, GPS, 
and artificial intelligence are used in collision avoidance 
systems. Some collision avoidance systems advise or alert 
the driver, while others override the driver to help them 
avoid collisions and reduce risk. 

 

Fig -5: Collision Avoidance 

 

 

https://www.synopsys.com/designware-ip/processor-solutions/ev-processors.html
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TYPE OF COLLISION AVOIDANCE ALERT SYSTEM:-  

 

Type of collision Avoidance Assist System: - 

 

4.1.1 AUTOMATIC EMERGENCY BRAKING (AEB) 

Sensors are used by automatic emergency braking to 
determine whether the driver is about to hit another vehicle 
or something else on the road. This application can measure 
the distance between nearby vehicles and notify the driver of 
any danger. Preventive safety measures like tightening seat 
belts, slowing down, and adaptive steering can be 
implemented by some exigency braking systems to avoid a 
collision. 

 

Fig -6: Emergency Braking 

 

 

Fig- 7: Automatic Emergency Braking 

THE ACRONYM EBA OR BA STAND: -  

EBA is short for Emergency Brake Assist, and BA is just short 
for Brake Assist. Both terms are referred to in the same way. 
Despite the fact that they are virtually identical, some 
manufacturers favor one over the other. It is a technology 
that aids the driver in reducing the overall stopping distance 
and is an active vehicle safety feature. 

 

 

Fig -8: Automatic Emergency Braking 

The EBA is a mechanism that helps with braking when it's 
needed. However, it only works in emergency braking 
situations and does not always assist with braking. When a 
driver is unable to apply full braking force, EBA is in place to 
ensure that the vehicle comes to a stop as quickly as possible 
and to provide assistance. 
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Fig -9: Emergency Braking Graph Brake force Vs Pedal 
Pressure 

They typically fall into two categories: mechanical and 
electronic. The underlying technology they use to operate 
distinguishes the two lies from one another. Using an ECU, 
an electronic brake assist predicts an emergency situation 
based on the current threshold, the pedal speed, brake 
pressure, and other factors. Electronic calculations are used. 

TYPE OF THE EMERGENCY BRAKE ASSIST SYSTEM:-  

a. ELECTRONIC EMERGENCY BRAKE LIGHT:-  

Even when other vehicles or bad weather obscure the 
driver's view, it alerts them to a hard braking event in front. 
Additionally, it makes it possible for a vehicle to broadcast a 
self-generated emergency brake event to other vehicles in 
the vicinity. 

 
 

Fig -10: Electronic Emergency Brake Light 
 

b. CROSS TRAFFIC: -  

Cross Traffic provides motorists in critical situations with 
assistance from participants in crossing traffic. If necessary, 
the function intervenes with full braking and issues a visual 
or audible alert. 

 

Fig -11: Cross Traffic 

c. PEDESTRIAN 

Through visual and audible alert as well as automatic full 
braking, the EBA- Pedestrian system prevent collision with 
pedestrian 

 

Fig -12: Pedestrian 

4.2 BLIND SPOT MONITORING 

Sensors are used by blind spot detection systems to give 
drivers important information that would be hard or 
impossible to get otherwise. When the driver attempts to 
enter an engaged lane, for example, certain systems sound 
an alarm when they detect an object in the driver's blind 
spot. 

As observed in the preceding chapters, the development of 
ADAS has involved enhancing road safety, guaranteeing 
vehicle dependability, and assisting drivers in preventing 
accidents. Studies have concentrated in particular on lane 
change assistance, keeping an eye on the blind spot area that 
drivers cannot see in their outside mirrors. Visual and audio 
alerts warn the driver about the possibility of colliding with 
an approaching vehicle if the system identifies one doing so 
in the danger zone. 

The system becomes more complicated when a camera is 
installed beneath the side-view mirror: Different elements, 
such as camera angle, perspective deformation, and camera 
vibration, have been taken into consideration because they 
may affect system performance, and the operability scenario 
is not static. Additionally, the acquired images are rotated 
whenever the camera roll angle is not null. 
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Fig -13: Blind Spot 

 

Fig -14: Blind Spot 

4.3 DRIVER DROWSINESS DETECTION 

Driver drowsiness detection alerts drivers when they are 
falling asleep or distracted on the road. There are a number 
of ways to determine whether a driver is losing focus. In one 
instance, sensors can examine the driver's heart rate and 
head movement to determine whether they indicate 
sluggishness. Similar to the lane detection warning signals, 
other systems issue driver alerts. 

Various technologies may be used to try to detect driver 
drowsiness. 

A. DRIVER EYE/FACE MONITORING 
 

It requires one of the cameras watching the driver's face.  
 

B. VEHICLE POSITION IN LANE MONITORING  
 

It uses the lane-monitoring camera. 
 

C. PHYSIOLOGICAL MEASUREMENT  

It requires body sensors for measurement of parameters like 
brain activity, heart rate, skin conductance, muscle activity. 

D. STEERING PATTERN MONITORING 
 

Primarily uses the steering input from electric power 
steering system. 

 

Fig -15: Comparison of steering frequency Vs steering 
amplitude 

4.4 ADAPTIVE CRUISE CONTROL  

Adaptive cruise control (ACC) is especially useful on the 
highway, where drivers sometimes have trouble keeping 
track of their own speed and that of other vehicles for an 
extended period of time. Depending on the behavior of other 
objects in the immediate area, advanced cruise control can 
automatically accelerate, slow down, and sometimes stop the 
vehicle. A vehicle's velocity and distance from the vehicle 
ahead can be maintained by ACC. Based on the distance 
between the vehicle in front of it and the vehicle in front of it, 
ACC can brake or accelerate automatically. With stop and go 
features, ACC systems can stop completely and accelerate 
back to the set speed. Because it only controls your speed 
and the distance between you and the car in front of you, this 
system still requires an alert driver to pay attention to their 
surroundings. 

 

Figure 16:  Adaptive Cruise Control 

An ACC/CACC system's typical operation. The subject 
vehicle, a vehicle with an ACC or CACC system, is following 
its predecessor. Figure > depicts the ACC system's mode of 
operation transition. 17. As with conventional cruise control, 
the system will control the vehicle's speed when no other 
vehicle is in the way when it is turned on. The system will 
adjust the vehicle's speed to maintain the driver-set gap 
based on measurements from the range sensor, such as the 
relative distance dr and relative velocity (vr), without the 
driver having to control the system. By either turning off the 
ACC system or using the brake/throttle pedal to override the 
ACC system's commands, the driver can take over 
longitudinal control. A wireless communication link between 
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at least two vehicles is required for the data exchange in a 
CACC system, as shown in (Fig. 16). 

 

Fig -17:  Vehicle Operation 

 

Fig -18:  System Operation Mode 

ACC mode will be activated if the vehicle in front of the 
following vehicle is not a CACC antedating vehicle (i.e., a 
vehicle with wireless communication). The controller enters 
CACC mode whenever the vehicle directly in front of the 
CACC preceding vehicle is identified. The "Target ID" mode 
maps the position of each vehicle that is directly 
communicating with the CACC subject vehicle and 
determines, for instance, which communication data sluice is 
coming from the immediate antedating vehicle that the 
range sensor has detected. For their small two-car CACC 
team, 2010, a straightforward pattern recognition algorithm 
was implemented. However, it's possible that the algorithm 
won't work well with multiple cars in multiple lanes. A 
positioning system that is able to accurately pinpoint vehicle 
positions down to the lane position is necessary for a more 
general solution. 

4.5 AUTOMATIC PARKING 

Autonomous parking assists drivers in knowing when to 
turn the steering wheel and come to a stop in order to avoid 
blind spots. When compared to vehicles with traditional 
side-view mirrors, those with rear view cameras have a 
superior view of their surroundings. In some cases, parking 
systems are able to complete the parking process 
automatically without the driver's assistance by combining 
the input of multiple sensors. 

You can get into and out of parallel and perpendicular 
parking spaces with Park Assist's assistance. Park Assist uses 
sensors all around your vehicle to measure potential parking 
spaces as you drive by once you turn it on. 

 

Fig-19:  Parking Assist 

It prompts you to stop, release the steering wheel, and select 
reverse gear once it has detected a space that is at least 20% 
larger than your vehicle. After that, as you reverse, it takes 
over the steering. 

Still, if you try to steer yourself, the system stops working. It 
automatically steers clear of things and other cars, but you 
should always be on the lookout for children and other 
animals in the area. You can drive as slowly as you want and 
stop whenever you need to because the accelerator and 
brakes are under your control. 

4.6 CROSSWIND STABILIZATION 

The vehicle is supported in neutralizing strong crosswinds 
by this relatively new ADAS feature. This system's sensors 
are able to detect excessive vehicle pressure while driving 
and apply brakes to the wheels that are impacted by 
crosswind disturbance. 

CWS uses sensors for yaw rate, lateral acceleration, steering 
angle, and velocity to figure out how much help to give the 
driver in different situations, like when they're going 
different speeds or turning. CWS is able to properly assist 
the driver in a given situation by implementing the readings 
from force sensors by utilizing various vehicle components 
like the brakes, differentials, and suspension. 

 

Fig -20: Crosswind Stabilization (CWS) 
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4.7 LANE ASSISTANCE 

Automatic braking and collision avoidance are beginning to 
be incorporated into ADASs. This is accomplished by 
combining a number of the previously mentioned features, 
such as distance estimation, vehicle detection, and object 
tracking. A vehicle can predict a collision based on this 
combination of data and prevent it from occurring by 
braking or even steering out of the way. 

 

Fig -21: The object lane detection 

4.8 HEADS-UP DISPLAY  

Information is displayed precisely where you need it, in line 
of sight, on a Head-Up Display (HUD). Without having to look 
down at the instrument cluster or the secondary display, 
drivers have access to all of the necessary information for 
navigation, including speed, warning signals, and indicator 
arrows. 

Currently, HUDs are used to display selected instrument 
cluster data. This may include the current speed, pertinent 
traffic signs, warning lights, blinkers in use, navigation 
arrows, and a great deal more, depending on the concept. As 
a result, the HUD serves as a sensory filter and has 
advantages that will lead to its growing popularity. 
Expanding the current HUD's field of vision to make more 
room for important content is one example of ongoing 
development work. The HUD still has a long way to go before 
it reaches its full potential. The human-machine interface 
(HMI) ought to be optimized specifically for brand-new 
driver assistance systems in order to lessen the amount of 
work required of drivers and improve road safety. 
Additionally, the HUD's ability to shorten the amount of time 
spent "looking away" is a significant benefit here.  

Benefits of HUD:-  

The HUD is primarily an active safety point, as it does not 
require the driver to look down at a conventional display 
panel. HUDs today can also project information like 
navigation guidance, caution lights and engine revs, thus 
considerably limiting the number of times a motorist needs 
to take their eyes off the road. The point also has a certain 
sense-good and tech- smart factor going for it. 

 

Fig -22: Head-Up Display 
 
4.9 NAVIGATION SYSTEM 

To provide motorists with current traffic and navigation 
information, make use of digital mapping tools like the global 
positioning system (GPS) and traffic message channel (TMC). 
An automotive navigation system can send and receive data 
signals from satellites about the vehicle's current position in 
relation to its surroundings through an embedded receiver. 

In order to assist drivers in following a route while 
maintaining their focus on the road, auto navigation systems 
provide voice and on-screen instructions. Some navigation 
systems have the ability to show precise traffic data and, if 
necessary, plan a new route to get around traffic jams. 

4.10 NIGHT VISION 

Drivers are able to see things at night that would otherwise 
be difficult or impossible to see thanks to night vision 
systems. Night vision executions are carried out in two 
groups. Passive night vision systems rely on the thermal 
energy provided by BUS, automobiles, living things, and 
other objects, whereas active night vision systems emit 
infrared light. 

 

Fig -23: Night vision 

4.11 V2X CONNECTIVITY 

This up and coming ADAS include, with expanded 
dependability and lower peacefulness, gives correspondence 
between the vehicle and different vehicles or walkers, by and 
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large related to as V2X. Today, a great many vehicles 
interface with cell networks for continuous route. This 
application will improve current methods and the mobile 
network to improve situational awareness, control or 
suggest speed adjustments to accommodate business traffic, 
and provide real-time updates to GPS maps. Supporting 
over-the-air (OTA) software updates for the increasingly 
numerous software-driven automotive systems—including 
map updates, bug fixes, security updates, and more—
requires V2X.  

“Modern vehicles are becoming increasingly connected 
with a lot of different systems, such as Wi-Fi, near-field 
communication, and V2X” 

4.12 GLARE-FREE HIGH BEAM AND PIXEL LIGHT 

Using sensors, glare-free high beam and pixel lights adjust to 
the darkness and the vehicle's surroundings without causing 
traffic approaching from behind. In order to prevent other 
road users from being temporarily dazed, this new headlight 
application detects the lights of other vehicles and directs 
the vehicle's lights downward. 

4.13 ADAPTIVE LIGHT CONTROL  

The vehicle's headlights are adapted to external lighting 
conditions by adaptive light control. Depending on the 
darkness and surroundings of the vehicle, it alters the 
strength, direction, and rotation of the headlights. 
 
4.14 BIRD'S EYE VIEW OR OMNI VIEW  

The adjunct technology known as Omni-view is intended to 
assist drivers in parking their vehicles in confined spaces. In 
the early days of vehicle parking assistants, proximity 
sensors or a single rear-view camera were used to identify 
potential obstacles and provide drivers with a sound alarm 
or video from the rear.  

There are four wide-field cameras in a typical Omni-view 
system: one in the vehicle's front, one in the vehicle's rear, 
one in the left rear view window, and one in the right outside 
window. The entire area around the vehicle is covered by the 
four cameras. Through image fusion, deformation correction, 
and protuberance transformation, the system creates a 
bird's-eye view of the road in front of the vehicle. The input 
and output of a typical Omni-view product are depicted in 
the images below. 

If you took your driver's test and had to parallel park a car, 
you may remember how terrifying it was. Parallel parking a 
vehicle in the presence of others is something that many of 
us simply do not want to do. It ranks right up there with 
public speaking. Ever. It requires judgment and abilities that 
many people appear to lack, possibly due to evolutionary 
reasons. 

When trying to park a big car in a small space parallel to the 
curb, many people have undoubtedly thought, "I sure wish I 
could see everything from above, like birds could see it." 
Well, as was once said so wisely, seek and you will find. The 
ability to view a parking situation from above has become 
possible thanks to computer technology. 

Although the typical configuration consists of four cameras, 
surround-view camera systems can employ as many as six 
cameras. One is usually in the grille, which is in the front. 
Two wide-angle cameras are mounted in the areas of the 
exterior rearview mirrors, and a fourth camera is mounted 
at the vehicle's rear and serves as the back-up camera. Side-
view cameras ahead of the front wheels are added by six-
camera systems, allowing the vehicle to show drivers what is 
on the other side of walls and other vehicles. 

 

Fig -24: Omni View 

5. CONCLUSION AND THE FUTURE POLICY OF ICV 

We provided a comprehensive overview of the ADAS's 
workings, various types, and variants, as well as an overview 
of its features and variants, in this article. Based on the 
various safety applications, we discussed ADAS features. The 
significance of advanced communication systems like V2X 
and sensor fusion techniques for upcoming autonomous 
vehicles was also discussed. 

The purpose of this paper is to provide an overview of key 
ADAS technologies, including EEA sensor technology, as well 
as their future trends. There is a significant gap that needs to 
be filled before high-level ICVs can be produced in mass 
quantities, despite the fact that numerous demonstration 
ICVs have been developed to demonstrate the idea of 
autonomous driving and the possibility of improving traffic 
efficiency based on ICVs. The root causes of this gap, as well 
as the most important technologies needed to close it. This 
perspective may offer a unique perspective on the state of 
ICV development at the present time. This study combined 
the two perspectives with the goal of assisting researchers 
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from industry and robotics to collaborate more effectively 
and comprehend each other's work. 

In conclusion, intelligent algorithms and vehicle platform 
technological advancements are required for mass 
production of ICVs or ADAS. Domain-based and centralized 
architectures are the most promising approaches to vehicle 
platform development for the next generation of EEA, 
offering significantly increased communication and 
computation capacity. The vehicle is expected to incorporate 
AE and multicore heterogeneous computation platforms 
quickly. The futuristic vehicle platform ought to be outfitted 
with cutting-edge sensors in addition to its robust 
architecture. These sensors ought to be able to gather data 
and produce recognition results by incorporating perception 
algorithms. In order to integrate the sensor hardware and 
perception algorithms, numerous businesses and academic 
institutions are already cooperating. Mobileye, which has 
incorporated vision algorithms into a sensor product, is a 
successful example. 
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