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Abstract - The largest organ of our human body is skin and 
skin cancer is the most predominant type of cancer that 
influences millions of people per annum. The survival rate of 
patients decreases steeply if cancer is not detected in early 
stages. However, early detection of cancer is a very strenuous 
and costly process. The skin cancer dataset consists of types of 
malignant skin cancer datasets. According to researchers in 
earlier stages, it is hard to detect due to minute differences 
compared to normal skin lesions. Therefore, the identification 
of cancerous skin lesions in the early stages is a difficult 
matter. In this process, we are going to discuss various 
technologies that can be used for skin cancer detection and 
classification and their results. The common approach for 
early detection of skin lesions is divided into four steps they are 
as follows: Data Collection, pre-processing, feature selection, 
and classification. The deep learning algorithm is used to 
identify skin cancer disease. It will help to easily identify 
earlier stages of skin cancer. 
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1. INTRODUCTION  
 
The incidence of cancer is on the rise in the contemporary 
world, with each passing day[1]. A considerable portion of 
the population is confronted with the challenge of cancer. 
The treatments employed during this period are known for 
their demanding nature. Cancer manifests in various stages, 
and early detection provides a chance for a successful 
recovery. As the ailment advances, the challenges become 
more pronounced. The path of cancer treatment is notably 
strenuous, involving a series of chemotherapy sessions, 
potential surgical interventions, and subsequent radiation 
therapy. Cancer can arise in any bodily region, and 
differentiating between external and internal organ cancers 
reveals varying cure rates, with external organ cancers 
generally exhibiting a higher likelihood of successful 
treatment in comparison to internal organ cancers [2]. This 
research primarily centers on skin cancer, specifically 
concentrating on the detection of skin cancer through image 
analysis. The process encompasses several distinct phases of 
identification: Data collection, pre-processing, Model 
selection, model training, model evaluation, fine tuning and 
classification. A range of skin cancers can be identified, 
encompassing brain, colon, lung, breast, uterus, cervical, 
bladder, skin, liver, kidney, thyroid, and pancreatic cancer. 

Nevertheless, this work places specific emphasis on 
melanoma, a type of skin cancer. The procedure involves 
multiple sequential stages: pre-processing, where images are 
prepared for analysis; which isolates relevant areas, feature 
selection, identifying key characteristics; and classification; 
categorizing images based on these features. Skin cancer can 
manifest in various forms, including squamous cell 
carcinoma and basal cell carcinoma, Often requiring more 
comprehensive treatment strategies. Regardless of the 
specific cancer type, the disease stages play a pivotal role, 
spanning from stage 1 to stage 4. Higher success rates in 
recovery are typically observed in stages 1 to 3, while stage 4 
presents lower chances of healing. Melanoma, a distinct type 
of skin cancer, poses notably high mortality risks and 
contributes significantly to overall fatalities. The primary 
objective is the precise identification and classification of 
skin cancer, with a particular emphasis on melanoma. Skin 
cancer, including melanoma, is frequently associated with 
excessive sun exposure. Non-melanoma skin cancers 
encompass basal cell carcinoma and squamous cell 
carcinoma. The proposed approach encompasses a 
comprehensive workflow covering all phases of cancer cell 
identification, from initial processing to classification. 
Incorporating textural features enhances the accuracy of 
classification algorithms. By comparing diverse classification 
algorithms, the most suitable one can be determined for 
various stages of melanoma detection. The suggested 
method showcases high accuracy using support vector 
machines. However, potential improvements can be 
achieved by introducing additional feature selection 
methods and broadening the scope of considered features 
beyond basic statistics like area, mean, standard deviation, 
and variance. Future methodologies might involve 
incorporating a more extensive array of features to enhance 
the classification rate. Although melanoma is less prevalent, 
its high fatality rate significantly contributes to skin cancer-
related deaths. Early detection during the initial stages is 
pivotal for successful recovery, as delayed diagnosis 
escalates the risk of metastasis. Conventional detection 
methods involve manual examination by medical 
professionals, such as dermoscopy. 
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Figure 1: Proposed architecture for skin diseases 
classification. 

1.1: Related Work 

The frequency of cancer cases is increasing in the modern 
world, with each passing day[1]. The ongoing research 
highlights the various approaches utilized in terms of the 
identification and categorization of cutaneous 
malignancies[2]. These approaches encompass a spectrum of 
methods that are utilized throughout various stages, starting 
from initial pre-processing and data refinement, and 
advancing through the extraction of distinctive features[3] 
[4] [5]. The system was then evaluated by different 
evaluation metrics on ISIC 2016, ISIC 2017, ISIC 2018, ISIC 
2019, and PH2 datasets[6] [7] [10]. The ultimate phase 
involves classification, in which machine learning techniques 
assume a crucial role by providing an advanced mechanism 
for managing extensive and intricate datasets. 

2. Proposed Method 

The newly introduced model aims to address the limitations 
present in the current system. This system enhances the 
precision of neural network results by employing a deep 
learning-based algorithm to classify different types of skin 
cancer within a digital image dataset. The overall 
classification performance is greatly enhanced, leading to a 
more dependable and precise identification of cancerous 
images. 

2.1: Datasets 

The dataset, comprised of images depicting both cancerous 
and non-cancerous cases, was sourced from the 

‘International Skin Imaging Collaboration (ISIC) images 
repository [26]. ISIC is a collaborative initiative between 
academic and industrial entities, aiming to facilitate the 
development of digital skin imaging applications that can 
contribute to the early detection of melanoma. ISIC focuses 
on establishing principles that address the terminology, 
technology, and techniques used in skin imaging, with 
particular emphasis on critical issues such as 
interoperability and privacy.The ISIC 2019 repository 
encompasses a dataset of 25,000 images, showcasing various 
types of cancerous and non-cancerous conditions. In the 
proposed ensemble approach for binary class classification, 
3000 malignant and 2800 benign images were utilized. Given 
the limitation of benign images, an equal number of 
malignant images were selected to prevent algorithmic bias. 
The dataset was split into training data, which accounts for 
80% of the total images, with the remaining images allocated 
for the test data. Considering that the dataset encompasses 
images of varied sizes, a resizing operation was conducted to 
standardize the images to 224 × 224 × 3 dimensions in the 
proposed approach. 

2.2: Deep Neural Network 

To create the proposed ensemble, two distinct deep neural 
network models based on convolution, namely, CNN and 
ResNet50 were developed. The following outlines the 
architectural development specifics for each model: 

CNN: CNN stands for Convolutional Neural Network. It is a 
type of deep learning algorithm that has been particularly 
effective in areas such as image recognition and 
classification. CNNs are well suited for analyzing visual 
imagery due to their unique architecture, which allows them 
to automatically detect features in the input images and 
learn the relevant patterns. They consist of multiple layers, 
including convolutional layers, pooling layers, and fully 
connected layers, each serving different purposes in the 
process of feature extraction and classification. CNNs have 
played a crucial role in various tasks such as object 
recognition, image classification, and facial recognition. 

RESNET-50: ResNet-50 is a specific variant of the Residual 
Network (ResNet) architecture. ResNet is a deep learning 
model that has demonstrated significant success in various 
computer vision tasks, particularly in image recognition and 
classification. ResNet-50 specifically refers to a ResNet 
model that consists of 50 layers, including convolutional 
layers, batch normalization, and rectified linear unit (ReLU) 
activations, along with shortcut connections that enable the 
flow of information across several layers more 
efficiently.ResNet-50 is known for its ability to address the 
vanishing gradient problem that often arises in very deep 
neural networks, allowing the successful training of 
extremely deep models. This architecture has been widely 
used in various applications, including image classification, 
object detection, and image segmentation tasks. 



          International Research Journal of Engineering and Technology (IRJET)       e-ISSN: 2395-0056 

                Volume: 10 Issue: 11 | Nov 2023              www.irjet.net                                                                        p-ISSN: 2395-0072 

  

© 2023, IRJET       |       Impact Factor value: 8.226       |       ISO 9001:2008 Certified Journal       |     Page 232 
 

 

Figure 2: The architecture of Resnet-50. 

Res-net models, residual block F(X) can be expressed 
mathematically as: 

 Y = F (X, {Wi}) + X                                                            (1)  

In the given equation Y is the output, X is the input, and F is 
the function that is applied to any input that is passed to the 
residual block. It has weight layers represented by Wi in 
which i must be greater than 1 but less than the number of 
layers present in the residual block. However, when several 
layers are equal to 2 then the term F(X, Wi) can be dumbed 
down and written as: 

 F (X,{Wi}) = W2σ (W1X)                                                    (2) 

where σ represents the ReLU activation function used by the 
model. Another non-linearity added with identity mapping 
after the addition is  

F(X) = σ(Y ) it doesn’t use extra parameters. The building 
block of a residual network can be constructed as: 

 Y = F (Xi {Wi}) + WsX                                                      (3) 

 where Y and X are the output and input vector, F is the 
residual mapping that has to be learned. If the dimensions of 
X and F are not equal, linear projection WsX can be 
performed by the given shortcut connections so that 
dimensions can be matched. Layers of Resnet are grouped in 
4 parts as shown in Figure 3.  

 

Figure 3: Deep residual network residual block 

Initial convolution layers have filters of size 7 × 7 and 3 × 3, 
followed by max-pooling. The first group has three further 
parts or residual blocks each sub-block consists of 3 
convolutional layers with a size of kernels 1 × 1, 3 × 3, and 1 
× 1, respectively. The number of kernels used at each layer of 
the sub-block is 64, 64, and 128. The second group of layers 
has four residual blocks each consisting of 3 convolutional 
layers with a size of kernels 1 × 1, 3 × 3, and 1 × 1, 
respectively. The number of kernels used at each layer of the 
sub-block is 128, 128, and 512. The third group consists of 
18 layers and six further residual blocks each consisting of 3 
convolutional layers of the same size as in residual blocks 1 
and 2. The number of kernels used at each layer of the sub-
block is 256, 256, and 1024. Layers are stacked over one 
other with a different number of kernels. The fourth and 
final group consists of 9 layers and three residual blocks 
with each sub-block consisting of 3 convolutional layers with 
a size of kernels 1 × 1, 3 × 3, and 1 × 1, respectively. The 
number of kernels used at each layer of the sub-block is 512, 
512, and 2048. The model uses average pooling and layers 
with the softmax for classification. 

3. Different Measures used to evaluate 
Performance 

The following quality measures were used to assess the 
suggested technique’s performance: 

3.1 Accuracy: This is the most basic metric and measures 
the proportion of correctly classified instances out of the 
total instances. It's calculated as: 
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Accuracy = (Number of Correct Predictions) / (Total 
Number of Predictions) 

Formula: 

Accuracy = (TP + TN) / (TP + TN + FP + FN) 

Although accuracy offers a broad perspective on the overall 
model performance, it may not be the most suitable metric in 
scenarios involving imbalanced classes or situations where 
specific types of errors carry more significance than others. 

3.2 Precision: Precision measures how many of the 
instances predicted as positive are actually positive. In other 
words, it focuses on the correctness of positive predictions. 
It's calculated as: 

Precision = (True Positives) / (True Positives + False 
Positives) 

Precision = TP / (TP + FP) 

Elevated precision signifies that the model's positive class 
predictions are more likely to be correct. This aspect gains 
particular importance in circumstances where the impact of 
false positives holds substantial consequences. 

3.3 Recall (Sensitivity or True Positive Rate): Recall 
evaluates the proportion of actual positive instances that 
were accurately predicted as positive. It gauges the model's 
capability to recognize all pertinent occurrences. The 
calculation for recall is as follows: 

Recall = (True Positives) / (True Positives + False 
Negatives) 

Recall = TP / (TP + FN) 

A recall indicates that the model is proficient in identifying a 
substantial portion of the positive instances. This aspect 
becomes especially significant in scenarios where the 
implications of false negatives are significant. 

3.4 F1 Score: The F1 score serves as an equilibrium metric 
that merges recall and precision into a unified measure. 
Calculated as the harmonic mean of recall and precision, it 
offers a well-rounded assessment by striking a balance 
between these two factors. The formula for calculating the 
F1 score is as follows: 

F1 Score = 2 * (Precision * Recall) / (Precision + Recall) 

The F1 score becomes valuable when you aim to account for 
both false positives and false  

Negatives, seeking a singular metric that encapsulates a 
balance between these two aspects.  

Results of one category of Skin cancer using skin lesion 
images are given in figure 4. 

 

Figure 4: Shows basal cell carcinoma a type of skin cancer. 

4 Confusion Matrix: 

A confusion matrix provides a comprehensive overview of 
the accuracy of a machine-learning model. Its dimensions are 
determined by the number of classes to be predicted. The 
rows represent the algorithm's predictions, while the 
columns indicate the actual known values. In Figure 5, the 
top left corner represents the true positives, and the bottom 
right corner represents the true negatives. The bottom left 
corner corresponds to the false negatives, and the top right 
corner corresponds to the false positives. 

 

Figure 5: Confusion matrix of CNN model. 

5. Conclusion 

In this investigation, a deep learning classifier is employed to 
analyze cases of skin cancer disease. The input data for this 
analysis comprises instances of skin cancer disease, which 
undergo a pre-processing procedure. During pre-processing, 
the image data is resized and transformed into arrays. 
Subsequently, the data undergoes feature selection, which 
includes splitting the dataset into training and testing 
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subsets. Following this, all images are resized and converted 
into arrays. Ultimately, a classification technique is utilized to 
make predictions about the presence of skin cancer. The 
accuracy of this classification is determined using a deep 
learning convolutional neural network algorithm applied to 
image data, and maximum accuracy is given by the Resnet-50 
model in less time which is 94.3%. The performance graph of 
the CNN model and Resnet-50 model shows in Graph 4.1 and 
Graph 4.2: 

  

Graph 4.1: Performance plot of CNN Model 

Graph 4.2: Representation of performance plot graph for 
Resnet-50 model. 

 

 

 

Comparison Result of CNN model and Resnet-50 model 
shown in given Graph 5.1: 

 

Graph 5.1: Shows the overall accuracy of CNN and Resnet-
50 model. 
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