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Abstract - The rapid growth of industries has generated a 
heightened demand for energy, resulting in extreme climate 
fluctuations. Given the notable increase in the frequency and 
severity of droughts caused by these climatic shifts, there is a 
pressing need to construct predictive models for droughts to 
mitigate their adverse impacts. A drought is defined as an 
extended period of insufficient water supply in an area, 
notably affecting living conditions and vegetation growth. 
Droughts are typically monitored using drought indices (DIs), 
most of which exhibit probabilistic and highly unpredictable, 
nonlinear behavior. This research delves into the potential of 
various machine learning (ML) algorithm models, including 
the Random Forest (RF) and Artificial Neural Network (ANN), 
in forecasting the commonly used drought index known as the 
Standardized Precipitation Index (SPI) over different time 
scales (3, 6, 9, and 12 months). The models were developed 
using monthly rainfall data spanning from 1981 to 2021, 
collected from meteorological stations, situated in the north 
geographical region of Iraq. This area experiences a 
continental and subtropical semi-arid climate, frequently 
subjected to droughts. The input data were split into training 
data (80%) and testing data (20%). Various statistical metrics 
such as correlation coefficient (R), mean square error (MSE), 
and root mean square error (RMSE) were employed to 
evaluate the predictive capabilities of these models. 
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1.INTRODUCTION  
 
    The swift expansion of industrial activities has resulted in 
an escalation of greenhouse gas emissions, primarily carbon 
dioxide, which contributes to the Earth's climate warming. 
This climate change phenomenon can worsen existing 
drought conditions by elevating the frequency and severity 
of heatwaves, subsequently increasing the demand for water 
and placing further strain on water resources. To sum up, 
the climate change induced by rapid industrial growth can 
lead to more frequent and severe droughts, significantly 
impacting ecosystems, agriculture, and human communities  
 [1]. Defining drought presents a challenge due to the 
difficulty in establishing its duration [2]. Nevertheless, 

drought is a widespread natural disaster that exerts a broad-
reaching influence on both society and the environment [3]. 
Drought can take on various forms, including meteorological 
drought, hydrological drought, agricultural drought, and 
socioeconomic drought [4][5]. Meteorological drought is the 
most widely studied and is caused by a lack of precipitation 
compared to the average. It is the starting point for all other 
forms of drought [6].  To assess the severity of drought, 
various indices are calculated using meteorological, 
agricultural, hydrological, or socioeconomic data. For 
determining the severity of meteorological drought, 
variables like precipitation and temperature are commonly 
used to compute drought indices (DIs).  There are several 
meteorological drought indices including the Standardized 
Precipitation Index (SPI) [7], Palmer's Drought Severity 
Index (PDSI) [8], and Drought Area Index (DAI) [9]. Of all the 
meteorological drought indices, the Standardized 
Precipitation Index (SPI) is the simplest, most statistically 
reliable, easy to understand, and unaffected by climate 
factors [10]. Although the Standardized Precipitation Index 
(SPI) has only recently been introduced, it has gained 
widespread acceptance in the drought forecasting 
community as a useful drought index. It has been utilized in 
numerous studies to examine the variability of droughts 
when evaluating the effects of droughts in agriculture and 
hydrology [11][12]. Over the decades, a number of 
forecasting models have been developed for predicting 
droughts, including Autoregressive Moving Average (ARMA), 
Auto regression Integrated Moving Average (ARIMA), 
Multiple Linear Regression (MLR), and Markov chain 
[13][14]. The Standardized Precipitation Index (SPI) is a 
probabilistic indicator that relies on a skewed distribution of 
rainfall deficits, leading to a non-linear scale [7]. Recently, 
there has been significant advancement in utilizing machine 
learning (ML) models to model drought indices and 
climatology, as demonstrated by the work of [15]. 
 

Artificial intelligence has found applications in various 
hydrological engineering areas, such as the prediction of 
daily streamflow data using ensemble learning models [16]. 
Several versions of ML models have been developed for 
forecasting the Standardized Precipitation Index (SPI), 
including Random Forest (RF), Artificial Neural Network 
(ANN), Least-Square Support Vector Regression (LSSVR), 
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and Extremely Randomized Tree (ERT), as demonstrated in 
the studies by [17] [18] [19]. 
 
Despite the variety of models introduced for modeling 
Drought Indices (DIs), it remains a challenge for researchers 
and scholars to identify a single, universally applicable 
model suitable for all climate types. Inaccuracies can also 
arise from the improper selection of variables in model 
development. Furthermore, each region possesses unique 
weather patterns and historical characteristics, making its 
behavior distinct from others. 
 
A recent review study [14] found that many of the existing 
drought forecasting studies have either focused on the 
relationship between climate indicators and drought 
patterns through regression analysis, or on the time series 
modeling of drought indices [20] [21] [22]. Only a limited 
number of studies have attempted to model and predict 
drought classes. For instance, the advanced random forest 
(RF) technique was used for forecasting SPI time series in 
[23]. In the mentioned study, the authors utilized RF for 
forecasting the number of dry days in four cities in China for 
the first time. The results showed that compared to the 
classic autoregressive integrated moving average model, RF 
were more efficient for both short-term and long-term 
drought classification. In a study by [24], three machine 
learning models were used for SPI time series modeling, 
including Random Forest (RF), Boosted Regression Trees, 
and Cubist, based on remote sensing meteorological data. 
The study also applied the Random Forest method to 
forecast short-term drought in the East Asia region using 
satellite-based climate data. The current study focuses on 
using machine learning models to forecast the SPI for Iraq. 
Two specific algorithms, ANN and RF, were developed for 
forecasting the SPI at different time frames (3, 6, 9, and 12 
months). Iraq, which is located in the Middle East region of 
Asia, has recently experienced periodic droughts due to 
extreme weather fluctuations [25]. High temperatures and 
limited rainfall have had a negative impact (on water 
resources, vegetation, and desertification in the country), 
which leads to future land degradation and migration for 
residents of drought-affected areas [26]. The aim of this 
study is to understand the spatial patterns and distribution 
of drought periods, to make an accurate drought forecast in a 
water-scarce country like Iraq, and to help decision centers 
take the necessary measures to reduce their effects with 
appropriate methods. 
 

2. Materials and Method 
 
2.1 STUDY AREA 
 
Iraq is a country located in the southwestern region of Asia, 
with its borders lying between latitudes 29° 5´ and 37° 22´ 
North and longitudes 38° 45´ and 48° 45´ East. It is shaped 
like a basin, made up of the Great Mesopotamian plain, 
which is formed by the Tigris and the Euphrates rivers. This 

region is categorized into three zones based on their annual 
rainfall, which are the Northern, Middle, and Southern 
regions. The rainfall in Iraq varies from 50 mm per year in 
the southwest to 1200 mm per year in the northeast. The 
western desert mostly receives less than 100mm of rainfall 
per year, while the Mesopotamian flood plain and Jezira area 
receive 100-300 mm of precipitation per year. The foothills 
receive 300-700 mm of rainfall per year, whereas the 
mountainous region in the north and northeast receives over 
700 mm of rainfall. More than half of the country is located 
in arid and semi-arid zones, with less than 150 mm of 
rainfall per year. Additionally, the evaporation rate in Iraq is 
very high. The study includes rainfall data for the period 
between 1981-2021 for the north region of the country for 
Altun-kopri  station. The employed predictive models were 
trained using monthly data for the period (1981–2015) 
while the testing was conducted using data for the period 
(2016–2021) at station.  The precipitation data used were 
obtained from NASA's POWER  online public database[27]. 
 

 
Fig -1 Study area map 

2.2 Standardized precipitation index  

SPI is a drought index that is relatively new and focuses 
solely on precipitation. It is a probability-based measure that 
can be applied to any time frame. The standardized 
precipitation index (SPI) was introduced by [28]and is 
widely used to assess drought conditions by calculating the 
shortfall in rainfall. The SPI drought classification values are 
shown in Table 1. To apply SPI, long-term historical records 
of rainfall are needed to match a desirable probability 
distribution, typically the gamma distribution. This 
distribution is then converted to a normal distribution. 
Equation (1) presents the probability density function (PDF) 
of the gamma distribution, where b is the scale variable, a is 
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the shape variable, x is the amount of rainfall, and G(a) 
represents the gamma function. 
 

    ,  for  ( x > 0 )           (1) 

 
Where, 

                       (2) 
 
 

                                         (3) 
 
 

                        (4) 
 

Where, n is the number of precipitation observations. 
 

    (5) 
 
 

                          (6) 
 

Since the gamma function is indeterminate for x = 0 and 
the precipitation distribution may contain zeros, the 
cumulative probability becomes: 
 

                           (7) 
 

Where q is the probability of zero and is calculated by the 
following equation[29]: 
 

 
 

Where m is the number of zero rainfall data in the data 
series. 

 

         (8) 
 
 

When                        and,  0 ˂ H(x) ≤ 0.5 
 

         (9) 
 

When                     and,  0 ˂ H(x) ˂ 1 
 

Table -1:  SPI drought classification values 

SPI  SPI category 

≥ 2.00 Extremely wet 

1.50 – 1.99 Severely wet 

1 – 1.49 Moderately wet 

0 – 0.99 Mild wet 

-0.99 – 0 Mild drought 

-1.49 –  -1 Moderately  drought 

-1.99 – -1.50 Severely drought 

≤ - 2.00 Extremely drought 

 
Drought prediction for Iraq was conducted in this study using 
the SPIs for different time scales (3, 6, 9 and 12 months). 
Figure 2 illustrates the SPI variations of Altun-kopri Station in 
the statistical period. Also, the statistical features of the SPI 
data used in the study are viewed In Table 2. 
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Fig -2 Time series of the generated SPI  
 

Table -2 Basic statistical properties of SPI values 

 Max Min SKEWNESS KURTOSIS 

SPI3 2.35 -3.32 -0.131 0.0283 

SPI6 2.41 -3.39 -0.324 0.260 

SPI9 2.39 -4.02 -0.383 0.883 

SPI12 2.74 -3.67 -0.401 0.984 

 
The input and output variables applied for the estimation of 
3-12 month SPIs are given in Table 3. In the table, SPI (t) 
represents the current SPI data, X(t) and X(t-1) represents 
the current and past rainfall. SPI (t+1) is one ahead 
estimation. 

Table -3 The input and output variables applied for the 

estimation. 

SPI INPUT OUTPUT 

SPI3 SPI3(t),  X(t), X(t-1), X(t-2) SPI3(t+1)  

X(t),  X(t-1), X(t-2)  

SPI6 SPI6(t),  X(t),…. X(t-5) SPI6(t+1)  

X(t),  X(t-1), …. , X(t-5) 

SPI9 SPI9(t),  X(t),…. X(t-8) SPI9(t+1)  

X(t),…..,  X(t-8) 

SPI1
2 

SPI12(t),  X(t),…. X(t-11) SPI12(t+1)  

X(t), X(t-1),………..,X(t-11) 

 

2.3 Random Forest Method  
 
Random Forest is an ensemble machine learning algorithm 
used for regression and classification tasks. It uses the 
decision tree methodology which performs the bagging 
procedure for solving the regression problem [30]. The 
algorithm creates many decision trees, each of which is 
trained on a random subset of the training data, and uses a 
random subset of the features. The trees are then combined 
to make predictions. In regression tasks, the mean or median 
of the predictions from the decision trees is used as the final 
prediction. The steps are followed to construct an RF model: 

1. The preprocessed data should be divided into two 
sets training and testing. The training set is utilized 

for constructing the model, while the testing set is 
used to assess its performance. 

2. Build the Random Forest model by randomly 
selecting features and observations to create 
decision trees, which are then combined to make 
predictions through a majority vote. 

3. A class is assigned to each leaf node, and 
subsequently, the test dataset is mapped to the top 
of the tree, with each observation assigned a 
corresponding class. 

4. The first three steps are repeated N times. 

5. To predict multi-scaler SPI, accumulate the collective 
forecasts of n trees. 

To enhance Random Forest's performance, its hyper 
parameters can be adjusted, such as the number of trees, 
maximum depth, minimum samples required for splitting an 
internal node, and minimum samples required for a leaf node. 
Optimal hyper parameters can be determined using 
techniques like grid search or random search. In Figure 3, it 
can be observed the depiction of the schematic diagram of RF. 
The parameters of the random forest were chosen in this 
study depending on obtaining the best prediction result, as 
shown in the Table 4: 

Table -4: Random Forest Parameters used in the forecasting 

Number Of Trees 500 

Num Predictors To Sample    10 

Optimal X variables Rate 0.9 

Min Leaf Size 5 

 

 

Fig -3 schematic diagram of RF 
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2.4 Artificial Neural Networks Method 
 
Artificial Neural Networks (ANNs) have become an important 
tool in machine learning due to their ability to model complex 
relationships between input and output data. ANNs are 
inspired by the structure and function of biological neurons 
in the human brain, and they are composed of layers of 
interconnected nodes, or neurons, that work together to 
process input data and make predictions [31]. One popular 
way to create ANNs is to use the feed-forward neural 
network which allows users to easily define the structure and 
parameters of a neural network.  An ANN model consists of 
three kinds of layers, input layers, hidden layers, and output 
layers [32]. The illustration presents a diagram that show 
cases the various layers within an artificial neural network 
figure 4. During the modeling process, the input dataset is fed 
into the first layer of the artificial neural network, which is 
then connected to the hidden layers through a network of 
neurons. The number of hidden layers in the network can 
vary depending on the complexity of the data being analyzed. 
To determine the optimal number of hidden layers and the 
corresponding neuron weights, the input-output dataset is 
used during the training phase. Activation functions play a 
crucial role in artificial neural networks as they introduce 
nonlinearity into the model. The feed-forward neural 
network allows for different types of activation functions to 
be used, including sigmoid, hyperbolic tangent, and linear 
functions. While sigmoid functions are popular due to their 
simplicity, hyperbolic tangent functions produce values 
between -1 and 1, which can make them more suitable for 
certain applications. However, they can suffer from the 
vanishing gradient problem. Despite this, ANNs offer several 
advantages such as the ability to simulate non-linear 
interactions, conceptual stability, robustness, and ease of 
implementation. Overall, activation functions are essential 
components of ANNs that significantly impact their 
performance. In the current study, the number of neurons in 
the hidden layer is randomly determined, and the number of 
best performing neurons has been empirically determined. 
Levenberg-Marquardt learning algorithm is used. It is a 
popular algorithm for training front-end neural networks. 
The train function using trainlm as parameter is called an 
algorithm to train the network using the Levenberg-
Marquardt algorithm. 

 

Fig -4: Artificial Neural Network layer diagram 

2.5 Performance Evaluation 
 
To evaluate the performance of the model, this study utilized 
five statistical measures, namely correlation coefficient  (R), 
and mean square error (MSE) measures the closeness of the 
fitted line to the data points using Equation (12) [33]. 

                          (12) 
 
root mean square error (RMSE) calculates the root mean 
square deviation between the predicted values and the 
observed values of the time series, as presented in Equation 
(13)  [33]. 

                           (13) 
mean absolute error (MAE) measures the average absolute 
deviation between the predicted values and the actual values 
of the time sequence, as shown in Equation (14) [33]. 

                                 (14) 
and coefficient of determination (R2) indicates the strength 
of the linear relationship between the dependent and 
independent variables, as demonstrated in Equation (15) 
[34]. 

                                        (15) 
 

3. Results 
 
 In this study, drought prediction for Iraq was carried out by 
employing the Standardized Precipitation Index (SPI) across 
multiple time scales, namely (3, 6, 9, and 12) months. Two 
ML algorithms were used in one forward prediction SPI 
(t+1). The performance of the used algorithms RF and ANN, 
were compared with different input data shown in table 3 
for one ahead forward prediction of SPIs. Performance 
parameters obtained in the model using rainfall and SPI data 
as input can be seen in Table 5,6. 
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Table -5: Performance parameters are obtained by using 
rainfall and SPI as input data. 

 

Table -6: Performance parameters are obtained from using 

rainfall as input data. 

 

 

 

 

 

 RF 

R R² RMSE MSE MAE 

SPI3 0.815 0.65 0.70 0.50 0.544 

SPI6 0.842 0.68 0.71 0.50 0.52 

SPI9 0.923 0.851 0.491 0.24 0.38 

SPI12 0.942 0.887 0.47 0.22 0.33 

 ANN 

 R R² RMSE MSE MAE 

SPI3 0.84 0.70 0.67 0.45 0.477 

SPI6 0.886 0.78 0.609 0.37 0.46 

SPI9 0.93 0.87 0.417 0.173 0.32 

SPI12 0.96 0.932 0.29 0.08 0.196 

 RF 

R R² RMSE MSE MAE 

SPI3 0.80 0.605 0.763 0.58 0.56 

SPI6 0.873 0.676 0.70 0.49 0.54 

SPI9 0.905 0.80 0.70 0.49 0.55 

SPI12 0.89 0.80 0.80 0.685 0.66 

 ANN 

 R R² RMSE MSE MAE 

SPI3 0.833 0.6980 0.68 0.46 0.476 

SPI6 0.903 0.815 0.53 0.281 0.426 

SPI9 0.867 0.75 0.55 0.307 0.32 

SPI12 0.99 0.98 0.04 0.002 0.038 
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Fig -5: scatter and Line plot of observed vs. predicted SPI 
values for rainfall and SPI input data for RF and ANN models 
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Fig -6:  scatter and Line plot of observed vs. predicted SPI 
values for  rainfall input data for RF and ANN models. 
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 4. CONCLUSIONS 
 
This study involves comparing the performance of machine 
learning (ML) models with prior prediction results for SPI3, 
SPI6, SPI9, and SPI12 data. Based on evaluation using 
performance parameters such as MSE, MAE, R, R2 and RMSE. 
According to Figure 2, the indicators experienced large 
fluctuations over short time periods, which decreased as the 
time range increased. In other words, increasing the time 
scale reduced the number of droughts and increased the 
duration of drought. The prediction process is performed 
using ML models such as RF and ANN. Precipitation data and 
associated historical SPI values were used as inputs to build 
predictive models. The predictive models used were trained 
using monthly data for the period (1981-2015) while testing 
was performed using data for the period (2016-2021) at the 
station. The adequacy of each predictive model was 
measured using performance indicators such as R, R2, MSE, 
RMSE, and MAE (Equations (12-15)). Predictive models 
were compared based on their performance during the 
testing phase. Based on the observations of the values in 
Table 5, we note that when using input data that depend on 
rainfall values and Standardized Precipitation Index (SPI) 
values for different periods (SPI3, SPI6, SPI9, and SPI12), we 
observe that the ANN and RF algorithms give good results. 
During the testing phase when comparing the correlation 
coefficient (R) values. On the other hand, despite the good 
values of the correlation coefficient (R) in ANN and RF, the 
values of the root mean square error (RMSE) must be taken 
into account. We find that the RMSE values of ANN are better 
than the RMSE values of RF. This means that ANN is better 
than RF in terms of error values, and also high values of 
RMSE in RF give unreliability in the result and accuracy of 
the estimate. When analyzing Table 6, focusing only on 
precipitation values as input data, it becomes clear that ANN 
performs more effectively compared to RF. In addition, a 
clear trend emerges where ANN shows significantly 
enhanced performance when the input variables are 
influenced by precipitation rather than relying on 
precipitation and SPI. These results confirm the usefulness of 
drought prediction models in mitigating the effects of 
drought. Moreover, for upcoming applications, there is 
potential to explore alternative machine learning (ML) 
models to evaluate their effectiveness in predicting droughts 
in Iraq. In addition, using various optimization techniques to 
tune the parameters of machine learning models can 
enhance their predictive capabilities. 
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