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Abstract— Facial recognition technology has 

burgeoned into a pivotal tool in various domains, from 
security to user authentication. This research delves into 
the development and evaluation of a Public Figure 
Recognition (PFR) system, leveraging a Support Vector 
Machine (SVM) model to classify and identify individuals 
across distinct classes. The study explores a 
comprehensive methodology, encompassing data 
collection, preprocessing, feature extraction using Haar 
Cascade Classifiers and Wavelet Transformations, and 
model training, achieving an accuracy of 90.24% on the 
test data. The SVM model, renowned for its efficacy with 
smaller datasets and reduced computational demands 
compared to other algorithms like CNNs, demonstrates 
robust classification capabilities, providing a viable 
solution for scenarios with limited access to extensive 
training data. This paper elucidates the potential 
applicability of the PFR system in various contexts, such as 
student identification in academic settings, offering a 
streamlined and secure identification process. 
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 I. INTRODUCTION  

   In the realm of computer vision and artificial 
intelligence, Public Figure Recognition (PFR) has carved 
out a significant niche, finding applications across 
diverse sectors such as security, entertainment, and 
social media. The capability to accurately identify and 
categorize individuals, particularly public figures from 
varied fields like politics, sports, and entertainment, is 
crucial in enhancing user experiences, delivering 
targeted content, and fortifying security measures. 
 
 Despite the advancements in PFR, several 
challenges linger, especially those related to variations 
in lighting, pose, and facial expressions, which can 
potentially hinder the accuracy and reliability of 
recognition systems[1]. Moreover, the necessity for 
extensive training datasets to boost predictive accuracy 
in existing systems may not always be feasible or 
resource-efficient[2]. 

 This research introduces a comprehensive PFR 
system, meticulously designed to accurately identify and 
categorize prominent individuals across various fields, 
utilizing a minimalistic yet effective approach towards 
data utilization. Unlike Convolutional Neural Networks 
(CNN), which often require substantial training datasets 
to optimize predictive accuracy, the proposed system 
leverages the Support Vector Machine (SVM) 
classifier[3]. SVM is renowned for its ability to deliver 
exceptional precision and adaptability in discerning 
public figures based on their facial attributes, even with 
a comparatively smaller dataset. Coupled with state-of-
the-art computer vision techniques, such as Haar 
cascade classifiers and wavelet transformations, the 
system not only addresses the challenges prevalent in 
PFR but also underscores a resource-efficient approach 
towards machine learning model training and 
implementation. 
 
 While the primary application of the proposed 
PFR system is centered on public figure recognition, its 
versatility extends beyond this realm. The system, 
underpinned by advanced computer vision techniques, 
harbors the potential for broader applications, including 
student identification, by verifying whether individuals 
are enrolled students. 
 

II. RELATED WORKS 

 Facial recognition has been a focal point of 
numerous research studies, each exploring unique 
methodologies and encountering varied challenges. The 
literature reveals a spectrum of approaches, from 
leveraging deep learning and computer vision for real-
time attendance and surveillance systems[4] to 
employing algorithms like Fisherface and Local Binary 
Pattern Histogram (LBPH) for face and deep fake 
recognition[5]. Furthermore, the application of Deep 
Convolutional Neural Network (DCNN) models for face 
recognition and ethnicity identification has 
demonstrated the potential of field-programmable gate 
arrays (FPGAs) in enhancing computational efficiency 
and model performance[6]. Additionally, computer 
vision has been applied beyond human facial 
recognition, such as identifying common tick species, 
showcasing its versatility across various domains[7]. 
Another noteworthy study is "PubFace: Celebrity face 
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identification based on deep learning" which explores 
the application of deep learning models for identifying 
celebrities, providing insights into the challenges and 
solutions pertinent to public figure recognition[8]. 

Gap Analysis 

 Despite the advancements in PFR systems, several 
gaps persist in the existing literature and systems: 

 A. Data Limitations: 

    Many systems necessitate large, well-labeled datasets 
for training, which may not always be feasible or 
available, especially for niche or specific applications. 

 B. Computational Demands: 

    The deployment of deep learning algorithms, 
particularly in real-time applications, often requires 
significant computational resources, which may not be 
accessible to all users or applications. 

 C. Versatility: 

     The adaptability of PFR systems to various 
applications, such as student identification in academic 
settings, remains an area that is relatively unexplored in 
existing literature. 

 The existing systems, while proficient in their 
respective applications, present opportunities for 
enhancement and diversification, especially in the 
context of Public Figure Recognition (PFR). The 
literature underscores the necessity for a 
comprehensive approach that ensures accuracy, 
reliability, and applicability in real-world scenarios, 
particularly in the context of recognizing and 
categorizing prominent individuals across various fields. 
The development of a PFR system, therefore, warrants a 
holistic strategy that not only harnesses state-of-the-art 
technologies but also addresses the multifaceted 
challenges presented in real-world applications. 

 In the subsequent sections, the methodology and 
system architecture of the proposed PFR system will be 
explored, elucidating how it builds upon the 
technologies and learnings from existing systems, and 
how it addresses identified gaps and challenges to 
provide a reliable, efficient, and versatile solution for 
public figure and student identification. 

III. METHODOLOGY 

 In the journey to create a system that recognizes 
public figures, our methodology acts as a roadmap, 
guiding each step of the way. This section breaks down 
the journey into clear steps: collecting data, preparing it, 

extracting important features, training the model, and 
finally, putting the system into action. 

Data Collection:  

The initial phase of developing the PFR system 
involves the meticulous collection of images of public 
figures. This is executed through web scraping 
techniques and manual downloading from Google 
Images, ensuring a diverse dataset that encompasses 
various individuals from different domains, such as 
politics, sports, and entertainment. 

Data Preprocessing: 

 Once the images are collected, they undergo a 
series of preprocessing steps to enhance the system's 
recognition capabilities: 

 A. Scaling:  

 The images are scaled to ensure uniformity in 
size, which facilitates consistent analysis across all data 
points. 

 B. Haar Cascade Classifier: 

 Employed to identify and extract facial features, 
isolating the face from the rest of the image to focus the 
analysis on key facial attributes. 

 C. Manual Data Cleaning:  

 Involves the meticulous removal of irrelevant or 
misclassified images, ensuring the integrity and accuracy 
of the dataset. 

 D. Grayscale Conversion:  

 The images are converted to grayscale, reducing 
the computational complexity by simplifying the data 
while retaining crucial facial feature information. 

Feature Extraction: 

 A. Haar Cascade Classifiers:  

 Haar Cascade Classifiers are pivotal in object 
detection, particularly in identifying facial features in 
images. The classifiers are trained using positive and 
negative images, employing the AdaBoost learning 
algorithm, and then utilized to detect objects in other 
images. In the context of the PFR system, Haar cascade 
classifiers are implemented to efficiently identify and 
isolate facial features, converting images into a cascade 
of classifiers, which significantly enhances the system's 
recognition capability. 
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 The Haar Cascade Classifier process, illustrated in 
Figure 1, involves utilizing cascades of classifiers to 
detect facial features in images, ensuring a robust and 
efficient facial recognition system in the PFR model. 

 B. Wavelet Transformations:  

 Wavelet Transformations are used to break down 
an image into its frequency components, isolating 
essential features while reducing noise. It involves 
converting the image into a series of wavelets, which can 
be analyzed at different scales or resolutions. This 
method is particularly useful for image compression and 
helps in efficiently representing the image. In the PFR 
system, wavelet transformations decompose images into 
different frequency components, isolating and 
highlighting crucial facial features, which are then used 
to train the SVM model. 

 

 
 The methodology employed for feature extraction 
in our Public Figure Recognition (PFR) system is 
illustrated using an image of Virat Kohli as a 
representative example, as depicted in Figure 2. Initially, 

the original image undergoes a facial feature detection 
process utilizing Haar Cascade Classifiers, ensuring 
precise isolation of the region of interest, particularly 
the face, by identifying and focusing on pivotal facial 
features such as the eyes and nose. Subsequently, the 
image is cropped to eliminate non-essential elements 
and concentrate on the facial region, which is then 
subjected to a wavelet transformation. This 
transformation decomposes the image into various 
frequency sub-bands, accentuating vital facial features 
and enhancing pivotal details imperative for accurate 
recognition. The resultant, detail-enhanced image then 
serves as the input for the SVM model during the 
training phase, ensuring the model is educated on 
images that are not only representative of the individual 
but are also rich in discriminative features crucial for 
accurate recognition and classification. 

Model Training 

Support Vector Machine (SVM):  

 The Support Vector Machine (SVM) is a 
supervised machine learning algorithm widely 
recognized for its classification and regression 
capabilities. SVM operates by identifying the hyperplane 
that distinctly classifies the data points in a multi-
dimensional space into different classes. The optimal 
hyperplane is the one that maximizes the margin 
between different classes, ensuring robust and accurate 
classification. 

 In mathematical terms, if we consider a dataset 
((x_1, y_1), (x_2, y_2), ..., (x_n, y_n)) where (x) represents 
the feature vectors and (y) represents the class labels, 
the objective of SVM is to find the hyperplane defined as: 
 [w.x + b = 0]  

that maximizes the margin between the two classes, 
where (w) is the normal vector to the hyperplane and 
(b) is the bias. 
 
 The decision function that classifies the data 
points is given by:  
[f(x) = sign(w.x + b)] 
 

Figure 1: Haar Cascade Classifier Process. 

Figure 2: A comprehensive flow of the feature 
extraction process in the Public Figure Recognition 

system. 
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      The SVM identifies the optimal hyperplane (decision 
boundary) that maximizes the margin between two 
classes, represented by different shapes (e.g., circles and 
squares) in Figure 3. 

 SVM is particularly advantageous for its ability to 
manage non-linearly separable data through the use of 
kernel functions, such as the Radial Basis Function (RBF) 
kernel, which enables it to operate in a higher-
dimensional space without computing the coordinates of 
the data in that space, but rather by computing the inner 
products between the images of all pairs of data in the 
feature space. 

 In the context of the PFR system, SVM is employed 
due to its efficacy in handling smaller datasets and its 
ability to provide accurate and reliable classifications 
with reduced computational resources compared to 
other algorithms like CNNs. The SVM model is trained 
using the feature-extracted data, ensuring it learns the 
intricate patterns and nuances of the facial features of 
different individuals, thereby enabling accurate and 
efficient public figure and student identification. 

Implementation 

 The PFR system is implemented through a user-
friendly web-based interface, developed using HTML, 
CSS, and JavaScript, which allows users to effortlessly 
upload images for public figure recognition or student 
identification. The frontend interacts seamlessly with a 
Python Flask backend, which houses the trained SVM 
model, ensuring real-time predictions and efficient data 
processing. This integration ensures that users can 
easily interact with the system, upload images, and 
receive accurate and timely recognition results.  
 

  IV.  SYSTEM ARCHITECTURE 

Frontend: 

 The frontend of the PFR system is developed 
using HTML, CSS, and JavaScript, ensuring a user-
friendly and intuitive interface. Users can effortlessly 
upload images for recognition purposes, while also being 
able to interact with the results displayed on the 
platform.  

Backend: 

 The backend, developed using Python and Flask, 
serves as the powerhouse of the system, housing the 
trained SVM model and managing the data processing 
and prediction functionalities. Upon receiving an image 
from the frontend, the backend performs necessary 
preprocessing and feature extraction using Haar cascade 
classifiers and wavelet transformations. The extracted 
features are then fed into the SVM model, which outputs 
the recognition results. These results are subsequently 
relayed back to the frontend for display to the user. 

User Interaction: 

 Users interact with the system through the web-
based interface, where they can upload images for 
recognition. The system processes the images, performs 
recognition, and displays the results, which could be the 
identification of a public figure or verification of a 
student’s identity. The system ensures real-time 
predictions, providing users with quick and accurate 
results. 

Data Flow: 

 The data flow within the system begins with the 
user uploading an image via the frontend interface. This 
image is transmitted to the backend, where it undergoes 
preprocessing and feature extraction. The SVM model 
processes the extracted features, generating a prediction 
that is sent back to the frontend, culminating in the 
display of the results to the user. 

System Architecture Diagram: 

 The following diagram provides a visual 
representation of the PFR system’s architecture, 
illustrating the interaction between various components 
and the flow of data within the system. 

Figure 3: Illustration of a Support Vector Machine 
(SVM) in a 2D space. 
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 V.RESULTS AND DISCUSSION 

 The performance of the Support Vector Machine 
(SVM) model was evaluated across five distinct classes, 
each representing a unique category within the dataset. 
The dataset, comprising images of public figures, was 
collected from Google Images utilizing web scraping and 
manual downloading. Each class contained between 50 
and 60 images, which were preprocessed and converted 
into a 32x32x1 format to facilitate model training. 
 
 The dataset was split into training and test sets, 
with 75% of the data utilized for training the model and 
the remaining 25% reserved for testing and validation. 
The model's performance metrics across the five distinct 
classes in the test data are summarized in Table 1, and 
the confusion matrix is presented in Figure 5. 

Table 1: Classification Report 

Class Precision Recall F1-Score Support 

0 1.00 0.86 0.92 7 

1 0.91 0.91 0.91 11 

2 1.00 0.86 0.92 7 

3 0.67 1.00 0.80 4 

4 0.92 0.92 0.92 12 

 
 
 
 
 
 
 
 
 
 
 
 

 

 The SVM model achieved an accuracy of 90.24% 
on the test data, indicating a high degree of predictive 
capability and reliability in classifying instances into the 
respective classes. 
 
 Following the quantitative results, let's visualize 
the model's application in a practical scenario. Figure 6 
illustrates an example where the SVM model 
successfully classified a test image. 
 

 
 In this example, the model was presented with a 
test image (left- Virat Kohli) and successfully classified it 
into the respective category, as indicated by the label  
This practical application demonstrates the SVM model's 
capability to accurately identify unseen instances. 

 VI. CONCLUSION AND FUTURE WORK 

 The exploration into a Public Figure Recognition 
(PFR) system using Support Vector Machine (SVM) has 
yielded insightful and promising results, demonstrating 
a robust capability to accurately identify and classify 

Figure 4: A diagram illustrating the architecture of the 
Public Figure Recognition system. 

Figure 6: Example of SVM Model Classifying a Test 
Image 

Figure 5: A diagram illustrating the architecture of the 
Public Figure Recognition system. 
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individuals across various classes. The SVM model, 
trained on a dataset of preprocessed and feature-
extracted images, achieved an accuracy of 90.24% on the 
test data, substantiating its efficacy in managing 
classification tasks even with a relatively smaller dataset 
compared to other algorithms like CNNs. The utilization 
of Haar Cascade Classifiers and Wavelet 
Transformations in the preprocessing and feature 
extraction stages respectively, not only enhanced the 
quality of the input data for the model but also ensured 
that crucial facial features were accentuated and 
considered during model training. 
 
  The success of the SVM model in Public 
Figure Recognition (PFR) highlights its applicability in 
scenarios with limited access to large datasets, such as 
student identification in universities. Unlike CNN 
algorithms, which typically require thousands of images 
to ensure reliable accuracy in facial recognition, the 
proposed method achieves notable accuracy with a 
significantly smaller dataset of approximately 40-50 
images per individual. This approach, especially 
beneficial in real-world scenarios like student 
identification where compiling extensive images may be 
impractical, underscores SVM's capability to provide 
reliable classifications with smaller datasets, offering a 
practical solution for implementing facial recognition 
systems and ensuring secure, efficient identification 
processes. 
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