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Abstract - Among different life-threatening diseases, heart 
disease is one of the most dangerous diseases in the world with 
high mortality rate since last two decades. Approximately 12 
million people are dying due to the heart diseases every year. 
Therefore, diagnosis of heart diseases at early stage is very 
much important so that mortality rate of humans can be 
reduced. There are different methods to diagnose the heart 
diseases but early diagnosis is quite challenging task for the 
medical practitioners with better accuracy. Recently, machine 
learning based techniques are widely used in predicting the 
human heart diseases with great prediction accuracy. These 
techniques accurately predict the heart condition of patient so 
that further treatments can be made effective. This paper 
presents the comprehensive study and analysis of existing 
machine learning based techniques used in heart disease 
prediction. This comparative study also provides 
comprehensive analysis of existing methodologies that will 
help researcher for designing and developing novel and better 
heart disease prediction system using machine learning 
techniques.  

Key Words:  Heart Diseases, Coronary Artery Diseases, Heart 
Attack Prediction, Machine Learning Techniques. 

1.  INTRODUCTION  

Heart disease is one of the most dangerous disease that 
involves heart, blood vessels or both heart and blood vessels 
which is the leading cause of human deaths. The 
atherosclerosis and/or hypertension are main causes of the 
heart disease. Atherosclerosis is a condition that develops 
when a substance called plaque builds up in the walls of the 
arteries that narrows arteries. If a blood clot forms, it can 
stop the blood flow or slow down. This can cause the heart 
attack or stroke [1], [2]. The major risk factors for heart 
diseases are age, gender, obesity, high blood pressure, 
diabetes, tobacco smoking, processed meat consumption, 
excessive alcohol consumption, family history, lack of 
physical activity, psychosocial factors, and air pollution [3]. 
The diagnosis of heart diseases is usually done on the basis 
of symptoms and physical examination of the patient. 
Although heart diseases usually affects to older adults, the 
symptoms may begin in early life, making primary 
prevention efforts necessary from childhood [4]. Therefore 
risk factors may be modified by having healthy eating habits, 
exercising regularly and avoiding of smoking tobacco. If a 
heart disease person has not taken a proper treatment then 
it may cause deaths too. Therefore, early diagnosis of heart 

disease is necessary because many heart disease cases were 
severe due to late diagnosis and improper treatment [5], [6]. 
Recently, machine learning based techniques are widely 
used in early prediction of heart diseases. This research 
paper presents the comprehensive review of existing 
machine learning algorithms from literature for early 
prediction of heart diseases. This paper also illustrates 
comparative study of different machine learning techniques 
with their prediction accuracy, advantages and limitations. 
This will help researchers for understanding and finding 
new dimension to develop best heart disease prediction 
system using machine learning. This research paper is 
organized as follows. Section II, describes the design of heart 
disease prediction system using machine learning technique. 
Section III, presents literature review and comparison of 
different machine learning techniques used for heart disease 
prediction with comprehensive detail. The interpretations, 
discussion based on the comparative study and critical 
analysis of existing results is illustrated in the Section IV. The 
conclusions and suggestions are provided in Section V, those 
will help researcher in developing novel and better heart 
diseases prediction system in all aspect. 

2. HEART DISEASE PREDICTION MODEL USING 
MACHINE LEARNING  

The diagnosis or prediction accuracy in heart diseases is one 
of the major challenge for medical practioners. Therefore, 
mortality rate of heart disease patients is increasing 
worldwide due to inaccurate diagnosis and not in time 
treatment. Motivated by this, different machine learning 
based techniques have been proposed by several researchers 
for early prediction of the heart diseases [4]. The 
classification task of supervised machine learning is generally 
used for prediction of heart diseases using past data from the 
datasets. In the first phase of classification, pre-processed 
heart disease dataset is given to predictor for training 
purpose. Predictor learns from the training data and develops 
a model that will be further used for prediction of test data in 
second phase [6], [7], [8].   

Following figure shows the framework of heart disease 
prediction system using supervised machine learning task. 
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Fig-1: Heart Disease Prediction System Using Machine 
Learning 

3.  LITERATURE REVIEW 

Now days, machine learning based techniques have been 
mostly used in the field of healthcare for heart diseases 
prediction and its severity analysis. So, several researchers 
have developed novel approaches using machine learning 
algorithms for early prediction of the heart diseases. The 
detailed literature review of existing machine learning 
techniques for early prediction of heart diseases is given 
below. 

Nourah Alotaibi et al. [6], has done a comparative study and 
analysis of different feature extraction and feature selection 
techniques with different classifiers on the Cleveland heart 
disease dataset. From the study, it is found that: 1) The PES, 
EIA, CPT, MHR, THA, VCA, and OPK are the important features 
for predicting the heart diseases. 2) Naïve Bayes is the best 
classifier for heart disease prediction which has given 
87.91% accuracy in 70-30 splitting of input data. 3) Then, 
Chi-squared feature selection is found the best method that 
reduced the number of features with improved prediction 
performance. 

Pratiksha Shetgaonkar et al. [7], used Decision tree, Naïve 
Bayes and ANN based methods for heart disease prediction 
and evaluated all these methods with different parameters 
and optimization for best accuracy. Experiments conducted 
on Cleveland heart disease dataset concluded that Decision 
Tree has given 98.54%, Naïve Bayes has given 85.05% and 
Neural Network has given 81.83% prediction accuracy. 
Moreover, author has also concluded that chest pain and 

cholesterol are important attributes where as sex attribute 
does not play important role in the heart disease prediction. 

Fadnavis et al. [8], implemented classification methods using 
Naïve Bayes and Decision Tree on Cleveland and Statlog 
datasets for heart disease prediction. After conduction of 
experiment, author concluded that Naïve Bayes has given 
better accuracy of 85.25% than the 81.97% accuracy of 
Decision Tree algorithm. 

Devansh Shah et al. [9] presented supervised learning 
algorithms using Naïve Bayes, Decision Tree, KNN and 
Random Forest algorithm. Experiments conducted on 
Cleveland heart disease dataset has shown the highest 
accuracy of 90.78% using KNN, then 88.15%, 86.84%, 
80.26% prediction accuracy has given by Naïve Bayes, 
Random Forest and Decision Tree classifiers respectively. 

B. Santhi et al. [10] designed a machine learning model to 
predict heart diseases at early stage. Author used chi- 
squared statistical test for feature selection and correct 
tuning of hyper parameters to increase the prediction 
accuracy. Experiment carried out on Cleveland heart disease 
data set with 303 patients using Support Vector Machine 
(SVM), Random Forests, Ordinal Regression, Logistic 
Regression and Naïve Bayes algorithms. Author has improved 
accuracy of SVM classifiers with Gaussian kernel from 40% to 
72% after feature selection and from 72% to 85% after 
correct hyper parameter tuning. Finally, the results are 
improved to 95% with the inclusion of rules based on 
observed statistical pattern. 

  Pranav Motarwar et al. [11] proposed a framework for 
predicting the heart disease using five machine learning 
algorithms such as Random Forest, Naïve Bayes, Support 
Vector Machine, Hoeffding Decision Tree (HDT), and Logistic 
Model Tree (LMT) on Cleveland dataset. Experimental results 
have shown that the Random Forest has given highest 
accuracy of 95.08% than the others algorithms. Gaussian 
Naïve Bayes has given 93.44%, SVM has given 90.16%, HDT 
has given 81.24%, and LMT has given 80.69% prediction 
accuracy. 

Priya R. L. et al. [12] developed an efficient early prediction 
model that identify the best set of features for diagnosis using 
traditional machine learning algorithms along with modern 
gradient boosting approaches. Author used genetic algorithm 
for feature selection to optimize performance by reducing the 
number of parameters with 20% and keeping accuracy of the 
model intact. Moreover, hyper parameter optimization 
techniques were executed to improve performance of the 
predictive model. These hyper-parameters for Extra Tree 
Classifier have achieved a prediction accuracy of over 92%. 

Mohd Faisal Ansari et al. [13] proposed a modified machine 
learning algorithm using Logistic Regression with PCA for 
predicting the heart disease with more accuracy. 
Experiments conducted on Cleveland dataset has shown an 
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accuracy of 86%, 68% of recall, 69% of specificity, 77% of 
precision, and 72% of f1score using Logistic regression with 
PCA. 

Archana Singh et al. [14] developed a heart disease prediction 
system using machine learning algorithms such as KNN, 
Decision Tree, Linear Regression and SVM on Cleveland heart 
dataset. Experimental results have shown the prediction 
accuracy of 87% using KNN, 83% using SVM, 79% using 
Decision Tree and 87% using Linear Regression algorithm.  

Halima et al. [15] proposed a machine learning model for 
prediction of the heart diseases using Naïve Bayes, KNN, SVM, 
Random Forest, and Decision Tree. After conducting 
experiment, author concluded that Naïve Bayes outperforms 
using both cross-validation and train-test split techniques 
with an accuracy of 82.17%, 84.28%, respectively. The KNN 
has given 76.56%, 81.31%, SVM has given 79.20%, 81.42%, 
Random Forest has given 69.30%, 77.14%, and Decision Tree 
has given 75.57%, 82.28% of accuracy using cross-validation 
and train-test split techniques.  Then, author concluded that 
accuracy of all algorithm decreases after applying the cross-
validation technique.  

Monther et al. [16] proposed novel heart disease prediction 
system that combines all techniques into one single algorithm 
called as hybridization. The experiments conducted on 
Cleveland heart dataset have shown that the result of 
hybridization method is 89.20% which is better than the 
other individual techniques. 

Senthilkumar Mohan et al. [17] proposed a hybrid approach 
by combining the characteristics of Random Forest and 
Linear Method to find significant attribute combinations and 
improving accuracy in heart disease prediction. Experiment 
conducted on Cleveland heart dataset has shown the 88.7% 
of prediction accuracy with 90.01% of precision and 92.80% 
of sensitivity. 

Amin Ul Haq et al. [18] developed heart disease prediction 
system using sequential backward selection algorithm for 
significant feature selection, improving the prediction 
accuracy and reducing computational time. The experimental 
results have shown the 90% of prediction accuracy using 
KNN algorithm with six reduced features. 

Imran Mirza et al. [19] proposed a machine learning model 
for heart disease prediction using RBF SVM and Linear SVM 
along with KNN and Naïve Bayes classifiers. Author identified 
thirteen significant features from the Cleveland dataset and 
applied these algorithms on it. Experimental results have 
shown that the highest accuracy of 87.112% for linear SVM 
and 87.114% for RBF SVM. Then, accuracy of 84.70%, 80% is 
reported using KNN and Naïve Bayes algorithms respectively. 

M. Ganesan et al. [20] developed an efficient framework for 
heart disease prediction using machine learning algorithms 
on Cleveland dataset. After conducting an experiment author 

concluded that J48 tree based classifier has given better 
performance of 91.48% and SVM, Logistic Regression and 
MLP have given 84.07%, 83.70%, 78.14% of prediction 
accuracy respectively. 

Amin Ul Haq et al. [21] developed a machine learning based 
diagnosis system for heart disease prediction using Cleveland 
heart disease dataset. Author used Relief Feature Selection, 
Minimal-Redundancy-Maximal-Relevance (mRMR), Least 
Absolute Shrinkage and Selection Operator (LASSO) 
algorithms to select the significant features. Then, Logistic 
Regression, SVM, Naïve Bayes, ANN, Decision Tree and KNN 
algorithms used for classification. Experimental results have 
shown accuracy of 86% 84%, 83%, 83%, 76%, 74%, 74% 
using RBF SVM, Logistic Regression, Naïve Bayes, Random 
Forest, KNN, ANN and Decision Tree algorithms respectively. 

Poornima Singh et al. [22] proposed an effective heart disease 
risk level prediction system using Artificial Neural Network 
(ANN). Author employed the multilayer perceptron neural 
network with back propagation as the training and testing 
algorithm in a Weka software. This proposed model has 
reported near about ~100% prediction accuracy on the 
Cleveland dataset. 

Chaithra N. et al. [23] developed a model for heart disease 
prediction using echocardiography dataset of heart diseases. 
Author used J48 Decision Tree, Naive Bayes and ANN for the 
classification of heart disease. Experiment conducted on 
Echocardiography database have shown that the ANN 
performed better in prediction of heart disease with 97.91% 
of accuracy and 97.20 % of sensitivity whereas J48 and Naïve 
Bayes has given 92.55% and 74.40% accuracy respectively. 

Hidayet et al. [24] used machine learning and feature 
selection algorithms together to predict the heart attacks. 
Author used best machine learning methods with optimum 
parameters and several feature selection methods and 
evaluated its performance using Statlog heart disease dataset. 
Experimental results have shown that SVM with linear kernel 
and reliefF method pair is best feature selection method. This 
pair of algorithm has given highest accuracy of 84.81%. 

Ritika Chadha et al. [25] implemented a heart disease 
prediction system using ANN, Decision Tree and Naive Bayes 
on Cleveland dataset with only eight attributes out of 
fourteen. Experimental results have shown that the ANN has 
given near about ~100% accuracy whereas 88.025%, and 
85.86% prediction accuracy has given by Decision tree and 
Naïve Bayes respectively. 

4. COMPARATIVE STUDY AND ANALYSIS 

This section presents the heart disease prediction accuracy 
achieved by different authors in their research work from the 
literature. In addition, this section has also presented a 
complete analysis of what type of methodologies and data 
sets were used by authors in their research. It also explores 
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the pre-processing techniques of significant attributes 
reduction and selection with different classification 
algorithms used by various authors for conducting their 
experiments. The prediction accuracy of different existing 
machine learning techniques is shown in the following table. 

 

 

 

 

Table -1: Heart Diseases Prediction Accuracy of Existing Technique

Ref. No.  Year Technique Used Prediction Results Dataset Used 

 

  Nourah Alotaibi     
et al. [6] 

 

     

    2022 

Chi-squared feature selection 
and PCA for feature reduction 
with Naïve Bayes(NB), Support 
Vector Machine (SVM), AdaBoost, 
Random Forest (RF), Logistic 
Regression algorithms for 
classification 

    Naïve Bayes with all 13 
attributes=87.91%, Naïve Bayes 
with Chi-squared 7 attributes = 
87.91%, Naïve Bayes with PCA 
used 2 attributes = 87.91%, SVM = 
85.15%, RF = 80.72%, PCA with LR 
= 81.82%, Chi-squared AdaBoost = 
85.45% accuracy. 

    Cleveland Heart 
Disease Dataset 
from UCI Machine 
Learning 
Repository 

Pratiksha 
Shetgaonkar et 

al.[7] 

 

2021 

Decision Tree, Naïve Bayes, and 
ANN algorithms with keeping 
significant attributes and 
removing insignificant attributes 

    Decision Tree = 98.54%, Naïve 
Bayes = 85.01%, ANN = 81.83%. 

    Cleveland Heart 
Disease Dataset 
from UCI Machine 
Learning 
Repository 

R. Fadnavis et. 
al.[8] 

2    

    2021 

Naïve Bayes and Decision Tree 
classification algorithms  

    Naïve Bayes = 85.25%, Decision 
Tree = 81.97% prediction 
accuracy. 

   Cleveland and 
Statlog both Heart 
Disease Dataset 

Devansh Shah 

et al. [9] 

 

2  2020 

Naïve Bayes, Decision tree, KNN 
and Random forest algorithms  

    Prediction accuracy using 
KNN=90.78%, Naïve Bayes= 
88.15%, Random Forest=86.84% 
and Decision Tree=80.26% 

    Cleveland Heart 
Disease Dataset 
from UCI Machine 
Learning 
Repository 

 

          B. Santhi et al. 
[10] 

 

2  2020 

Chi-squared statistical test for 
feature selection and SVM with 
Gaussian kernel used for 
classification.  

Accuracy of SVM with Gaussian 
kernel improved from 40% to 72% 
after feature selection and from 
72% to 85% after correct hyper 
parameter tuning. Final improved 
result is 95% with inclusion of 
rules based on observed statistical 
pattern. 

     

     Cleveland Heart 
Disease Dataset 
from UCI Machine 
Learning 
Repository 

Pranav 
Motarwar et al. 

[11] 

   

     2020 

Random Forest, Naïve Bayes, 
Support Vector Machine, 
Hoeffding Decision Tree, and 
Logistic Model Tree 

Random Forest=95.08%, Gaussian 
Naïve Bayes = 93.44%, 
SVM=90.16%, Hoeffding Decision 
Tree=81.24%, Logistic Model 
Tree=80.69% . 

    Cleveland Heart 
Disease Dataset 
from UCI Machine 
Learning 
Repository 

    

          Priya R. L. et. 
al. [12] 

 

2020 

Machine learning algorithms 
with modern gradient boosting 
approaches. Genetic algorithm 
for feature selection and Hyper 
parameter optimization 
technique for Extra Tree 
Classifier to improve 
performance. 

Decision Tree=88.7%, Random 
Forest=90.7%, AdaBoost=85.5%, 
Gaussian Naive Bayes=62.7%, 
Logistic Regression = 70.4%, KNN 
=84.5%, XGBClassifier=85.2%, 
Gradient Boosting=86.8% 
prediction accuracy. 

    

    Framingham’s 
Heart Study 
Dataset 
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     Mohd Faisal 
Ansari et al. [13] 

 

2  2020 

Logistic Regression with PCA for 
feature reduction, selection and 
classification 

Accuracy of 86%, Recall=68%, 
Specificity=69%, Precision=77%, 
and F1score=72% using Logistic 
Regression with PCA. 

    Cleveland Heart 
Disease Dataset 
from UCI Machine 
Learning 
Repository 

            

      Archana Singh 
et al. [14] 

 

    2020 

KNN, Decision Tree, SVM, and 
Linear Regression algorithms for 
heart disease prediction 

Prediction accuracy of KNN=87%, 
SVM=83%, Decision Tree=79% 
and Linear Regression=87%  

    Cleveland Heart 
Disease Dataset 
from UCI Machine 
Learning 
Repository 

 

Halima et. al. [15] 

 

     

     2020 

Machine learning model for 
prediction of the heart disease 
using Naïve Bayes, KNN, SVM, 
Random Forest, and Decision 
Tree with cross-validation and 
train-test split method.  

Accuracy of 82.17% and 84.28%, 
76.56%, and 81.31%, 79.20%, and 
81.42%, 69.30% and 77.14%, 
75.57% and 82.28% using Naïve 
Bayes, KNN, SVM, Random Forest 
and Decision Tree with cross-
validation and train-test split 
respectively. 

    Cleveland Heart 
Disease Dataset 
from UCI Machine 
Learning 
Repository 

        

    Monther 
Tarawne    et al. 

[16] 

 

     2019 

Information gain, gain ratio, 
reliefF, symmetrical uncertainty, 
and oneR for feature selection 
and  Hybridization using 
combination of Naïve Bayes, 
SVM, KNN, ANN, J48 Tree 
algorithms for classification 

89.20% accuracy using 
hybridization technique with only 
12 reduced features out of 14 
features from dataset. 

    Cleveland Heart 
Disease Dataset 
from UCI Machine 
Learning 
Repository 

S. Mohan et al. 
[17] 

     

     2019 

Hybrid approach is developed by 
combining the characteristics of 
Random Forest (RF) and Linear 
Method (LM)  

Prediction accuracy using Hybrid 
Random Forest with a Linear 
Model (HRFLM) is 88.70%. 

    Cleveland Heart 
Disease Dataset 
from UCI Machine 
Learning 
Repository 

Amin Ul Haq et 
al. [18] 

    

    2019 

Sequential backward selection 
algorithm is used for feature 
selection and KNN classifier is 
used for heart disease prediction. 

90.0% of accuracy is reported on 
only six numbers of reduced 
features using sequential 
backward selection with KNN 
algorithm. 

    Cleveland Heart 
Disease Dataset 
from UCI Machine 
Learning 
Repository 

      Imran Mirza et 
al. [19] 

2  

    2019 

    Author identified 13 significant 
features from  dataset and 
applied RBF SVM and Linear SVM 
along with KNN and Naïve Bayes 
classifiers for classification  

    The highest accuracy of 87.112% 
using linear SVM and 87.114% 
using RBF SVM. The accuracy of 
84.70% using KNN and 80% using 
Naïve Bayes algorithms. 

    Cleveland Heart 
Disease Dataset 
from UCI Machine 
Learning 
Repository 

         

      M. Ganesan et. 
al. [20] 

    

    2019 

    Developed an efficient technique 
using machine learning 
algorithms such as J48, SVM, 
Logistic Regression, and 
Multilayer Perceptron  

    J48 tree based classifiers given 
better performance of 91.48%,  
SVM = 84.07%, Logistic Regression 
= 83.70% and MLP = 78.14% 
accuracy 

    Cleveland Heart 
Disease Dataset 
from UCI Machine 
Learning 
Repository 

          

         Amin Ul Haq       
et. al. [21] 

 

2018 

Hybrid intelligent model using 
Logistic Regression, KNN, ANN, 
SVM, Naïve Bayes, Decision Tree, 
Random forest with Relief, 
mRMR, and LASSO for  important 
features selection 

Logistic regression = 89% with 
Relief, Naive Bayes = 84% with 
mRMR, RBF SVM = 88% with 
LASSO Features Selection 
algorithm. 

    Cleveland Heart 
Disease Dataset 
from UCI Machine 
Learning 
Repository 
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After completion of comprehensive literature review of heart 
disease prediction system using machine learning 
approaches, it has been observed that most of techniques 
from literature were used Cleveland heart disease dataset 
with only fourteen attributes and reported their prediction 
results. It is found that very few researchers have used 
clinically generated or own collected data set from the real 
patients. The above mentioned machine learning techniques 
have reported their prediction results using fourteen 
attributes of the Cleveland heart dataset. The heart disease 
prediction accuracy using Cleveland dataset is found quite 
well than the other primary datasets. The prediction accuracy 
is found varied depending on the type of heart disease data 
set and number of attributes were used for the prediction. It 
means, appropriate dataset and significant attributes 
selection plays an important role in improving the prediction 
accuracy of the proposed heart disease system. The attributes 
those are not playing much significant role in improving 
prediction accuracy need to be excluded as they are 
increasing computational time and slowing down the speed 
of system. But, there will be a problem of over fitting, if too 
many attributes from the dataset are excluded or reduced 
and it will be specific for a one technique only. Some of the 
researchers from literature have designed their approaches 
using one single machine algorithm technique and some 
researchers have used ensemble and hybrid techniques to 
verify the performance of heart diseases prediction system. It 
is also observed from comparison table that single algorithm 
technique using Naïve Bayes, Random Forest and KNN 

reported better prediction accuracy than other algorithms. 
Artificial neural network with different hidden layers and 
multilayer perceptron technique has given good and 
acceptable prediction results. It is also observed form the 
study that the performance of single machine learning 
algorithm can be improved by ensemble and/or 
hybridization of more than one algorithm. From the 
comparative analysis it is found that hybridization techniques 
using combination of Logistic Regression, KNN, ANN, SVM, 
Naïve Bayes, Decision Tree, and Random forest with PCA for 
features reduction and Relief, mRMR, LASSO and Chi-squared 
techniques for important features selection has reported 
improvement in prediction accuracy than individual 
classification algorithms. It means appropriate or significant 
attributes selection techniques have direct impact on the 
prediction accuracy of the heart disease prediction system. 
Moreover, ensemble techniques using combination of 
different classification algorithms with significant features 
selection also has impact on the prediction accuracy 
improvement.  

Therefore, in order to design an effective and accurate heart 
disease prediction system, the methodology using ensemble 
or hybridization technique should be adopted so that 
significant attributes will be selected using one algorithm and 
classification will be done using other algorithms. This will 
improve the prediction performance of the designed 
technique for heart disease prediction. The appropriate 
preprocessing technique for attributes reduction and 

          Poornima 
Singh      et. al. 

[22] 

 

2018 

    Multilayer Perceptron Neural 
Network (MLP) with Back 
Propagation model for classes 
predictions 

Multilayer Perceptron Neural 
Network with Back Propagation 
model has given ~100% of 
prediction accuracy 

    Cleveland Heart 
Disease Dataset 
from UCI Machine 
Learning 
Repository 

 

        Chaithra et. al. 
[23] 

 

2018 

    Author used J48 Decision Tree, 
Naive Bayes and Artificial Neural 
Network algorithms for 
classification of heart disease.  

    ANN performed better in 
predicting accuracy with 97.91% 
and 97.20% of sensitivity whereas 
J48 Decision Tree and Naïve Bayes 
have given 92.55% and 74.40% 
accuracy respectively. 

336 records with 
24 attributes were 
obtained from the 
Echocardiography 
heart disease 
database 

       

      Hidayet TAKCI     
et. al. [24] 

 

2017 

Stepwise regression models, 
Fisher filtering (FF) and reliefF 
algorithms are used for feature 
selection and Regression, SVM, 
Decision trees and MLP and MLR 
used for classification 

The highest accuracy without 
feature selection is 82.59%. The 
Linear kernel SVM with reliefF 
feature selection method reported 
84.81% accuracy and KNN= 
80.00%, Naïve Bayes = 83.70%, 
MLP = 83.33%, MLR = 83.70% 
accuracy 

 

   Statlog Heart 
Diseases Dataset 

           Ritika Chadha       
et. al.[25] 

 

2016 

    Implemented heart disease 
prediction system using ANN, 
Decision Tree and Naive Bayes 
algorithm with only eight 
attributes out of fourteen. 

   ANN has given near about 100% 
accuracy whereas Decision Tree 
has given 88.025%, and Naïve 
Bayes has given 85.86% prediction 
accuracy. 

    Cleveland Heart 
Disease Dataset 
from UCI Machine 
Learning 
Repository 
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selection is also essential so that over-fitting and under-
fitting issues should be avoided and significant feature are 
selected. Moreover, the real performance of any machine 
learning algorithm is verified using different heart disease 
datasets from different countries with distinguished 
attributes rather than only fourteen attributes from the 
Cleveland heart disease dataset. If designed system performs 
well for all these datasets then this developed system will be 
considered suitable for the heart disease prediction. 

5. CONCLUSIONS AND FUTURE WORK 

 This research paper has presented a comprehensive 
literature review and comparative analysis of existing 
machine learning techniques used in the heart diseases 
prediction. After exploring the different existing machine 
learning techniques used in heart diseases prediction along 
with their prediction results, following interpretations are 
highlighted. The Cleveland heart disease dataset with only 
fourteen attributes from UCI machine learning repository has 
been mostly used to verify the performance of heart disease 
prediction and found acceptable prediction accuracy. It is also 
observed that the real prediction performance of system is 
varied depending on the datasets, number of attributes, 
instances, preprocessing and classification algorithms. Some 
of the classification algorithms from the literature such as 
Naïve Bayes, Random Forest, K-Nearest Neighbour and 
Artificial Neural Network have reported the acceptable 
prediction accuracy using Cleveland heart disease dataset. 
But, in order to verify the real performance of the system 
different datasets along with distinguished attributes should 
be used and tested using these machine learning techniques.  

Therefore, it is concluded from this study that the various 
heart disease datasets of real patients with different 
attributes from different geographical area should be used for 
verifying the real performance of the heart disease prediction 
system.  

The appropriate pre-processing technique should be adopted 
for significant attributes selection and reduction so that 
prediction accuracy will be increased and computational time 
will be reduced. Then, proper classification methodology 
using ensemble or hybridization technique should be utilized 
for accurate classes prediction and minimizes the 
misclassification rate. Moreover, some other classification 
techniques can be adopted using Artificial Neural Network 
(ANN), Deep Learning algorithms for better prediction 
accuracy. Our future work is to give emphasis on the above 
addressed aspects and develop a new methodology for early 
prediction of heart diseases. 
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